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ABSTRACT

Under certain circumstances a large fraction of the energy generated by the release of latent heat in a tropical cyclone can be partitioned to gravity-inertia wave motion rather than to balanced flow. In this way most of the generated energy is radiated away to the far field. If a primitive equation tropical cyclone model is to successfully simulate this process, its lateral boundary condition must be able to transmit the gravity-inertia wave energy generated in the interior of the model. Most present models seem deficient in this regard. As an improvement we explore the possibility of using a cylindrical, pure gravity wave radiation condition. Since there is a wide range of gravity wave phase velocities in a stratified atmosphere, it is necessary to apply the radiation condition vertical mode by vertical mode rather than level by level. The usefulness of this radiation condition and several other conditions in present use is tested both by a reflectivity analysis and by simple numerical time integrations.

1. Introduction

Numerical simulations of tropical cyclones are invariably attempted using models of limited horizontal extent, making the task of formulating an appropriate set of lateral boundary conditions unavoidable. The presence of a lateral boundary to the computational domains of these models is an artificial construct mandated only by the limitations of the computer. Thus, it is important that one seek a condition which minimizes the impact of this artificial boundary on the dynamical behavior of the phenomena being simulated inside it.

In a tropical cyclone, the large amount of latent heat released in deep convection continually disrupts any approximate balance of the mass and wind fields. The way in which the atmosphere responds to this heating (through the process of geostrophic or gradient adjustment) provides a basis for attaching importance to the formulation of lateral boundary conditions in tropical cyclone models. When latent heat is released on time scales shorter than the local adjustment time scale, and on horizontal scales typical of a tropical cyclone, a large fraction of the energy is partitioned to gravity-inertia wave motion. This leads us to the view that under certain circumstances tropical cyclones may be highly radiating systems. Consequently, if the process of geostrophic or gradient adjustment is to be properly represented, it is essential that the lateral boundary condition be able to transmit the gravity-inertia wave energy generated by the release of latent heat in the interior of the model.

There are two broad classes of tropical cyclone models: balanced models and primitive equation models. In a balanced model (e.g., Ogura, 1964; Kuo, 1965; Ooyama, 1969a, b; Sundqvist, 1970a, b) the flow is assumed to be axisymmetric and in gradient wind balance. Since gravity-inertia waves are then filtered, the transient aspects of the geostrophic adjustment process are not simulated. Primitive equation models, however, may be axisymmetric (e.g., Yamasaki, 1968a, b; Rosenthal, 1970, 1971, 1978; Kurihara, 1975) or asymmetric (e.g., Anthes et al., 1971a, b; Anthes, 1972; Harrison, 1973; Kurihara and Tuleya, 1974; Mathur, 1974; Madala and Piacsek, 1975; Jones, 1977; Kurihara et al., 1979) and in either case the geostrophic adjustment process becomes one of the important physical processes which must be accurately simulated. Because of their filtered nature, the formulation of lateral boundary conditions in balanced models is not so difficult. Discussions of this problem can be found in Ooyama (1969a) and Sundqvist (1970a). In this paper, we will concentrate on lateral boundary conditions for axisymmetric primitive equation models, noting that the generalization of our results to the asymmetric case is not difficult.

Examples of this energy partition for axisymmetric flow on an f plane can be found in Section 4 of this paper and in Schubert et al. (1980). Examples on the equatorial β plane can be found in Silva Dias, P. L., and W. H. Schubert, 1979: The dynamics of equatorial mass-flow adjustment. Atmos. Sci. Pap. No. 312, Colorado State University.
A survey of the literature on primitive equation tropical cyclone models indicates that the lateral boundary conditions on the normal wind component which have been used involve either the condition of zero divergence (Rosenthal, 1970; Anthes, 1971, 1977; Anthes et al., 1971a,b; Jones, 1977) or the condition of zero radial wind (Yamasaki, 1968a,b; Kurihara and Tuleya, 1974; Kurihara, 1975; Rosenthal, 1978). Rosenthal's (1971) has examined the sensitivity of an axisymmetric primitive equation tropical cyclone model to these two boundary conditions as functions of the computational domain size. Results of the numerical integrations indicated that the maximum surface winds attained in those experiments incorporating the condition of zero divergence were relatively insensitive to the size of the domain. In contrast, when using the condition of zero radial wind, the model produced weaker surface winds which were highly sensitive to the size of the computational domain such that there was a linear increase of the maximum surface wind with domain size. Rosenthal's conclusion is that by enlarging the computational domain to somewhere between 2000 and 3000 km, differences in the numerical result attributable to differences in boundary conditions can be minimized.

In this paper we shall approach the problem of lateral boundary conditions from a different, essentially linear, point of view, with the goal of minimizing the reflection of gravity-inertia waves, and consequently the distortion of the geostrophic adjustment process. We shall show that such false reflections can be controlled by the use of a gravity wave radiation condition, if the condition is applied separately to each vertical mode. The application of an interface boundary condition to selected vertical modes has been discussed for limited area nested forecast models by Elvius (1977).

Since many primitive equation tropical cyclone models are based on the sigma coordinate, we derive in Section 2 a linearized system of equations formulated in this coordinate. The linearized system can be transformed in the vertical which essentially splits the problem into two parts: a vertical structure problem and a horizontal structure problem. In Section 3 we solve the vertical structure problem, obtaining the eigenvalues and associated vertical structure functions for both an atmosphere characterized by a constant static stability and a mean tropical static stability. Using these results, we explore in Section 4 the energy partition between geostrophic flow and gravity-inertia waves for a given forcing in the mass field. The conclusion is that for certain combinations of the space and time scales of the forcing the majority of the generated energy is partitioned to outward propagating gravity-inertia waves. This motivates a search for a radiation condition which has low reflectivity (Section 5). Since the boundary condition found in Section 5 is only an approximate condition, its usefulness is explored numerically (Section 6) by comparing it with several other conditions, including those recently proposed for use in convection models by Orlanski (1976) and Klemp and Wilhelmson (1978).

2. Governing equations

We begin by considering the equations which govern axisymmetric flow, using cylindrical coordinates in the horizontal and the \( \sigma \)-coordinate in the vertical. Following Arakawa and Lamb (1977) we define \( \sigma \) as

\[
\sigma = \frac{p - p_T}{p_s - p_T} = \frac{p - p_T}{\pi},
\]

where the top boundary pressure \( p_T \) is a specified constant, and the surface pressure \( p_s \) (or equivalently \( \pi \)) is a function of the horizontal coordinate and time. The upper and lower boundaries are given by \( \sigma = 0 \) and \( \sigma = 1 \), respectively. In the special case where \( p_T = 0 \), (2.1) reduces to the definition originally proposed by Phillips (1957).

The governing equations, which consist of the horizontal momentum equations, the hydrostatic equation, the mass continuity equation, the thermodynamic equation and the ideal gas law can be written

\[
\frac{du}{dt} + \frac{nu}{r} + \frac{\partial \phi}{\partial r} + \sigma \alpha \frac{\partial \pi}{\partial \sigma} = F, \tag{2.2}
\]

\[
\frac{dv}{dt} + \frac{nu}{r} = G, \tag{2.3}
\]

\[
\frac{\partial \phi}{\partial \sigma} = -\pi \alpha, \tag{2.4}
\]

\[
\frac{d\pi}{dt} + \frac{\partial u}{\partial r} \frac{du}{dr} + \frac{\partial \xi}{\partial \sigma} = 0, \tag{2.5}
\]

\[
\frac{dT}{dt} - \frac{\kappa T dp}{p dt} = \frac{Q}{c_p}, \tag{2.6}
\]

\[
p \alpha = RT, \tag{2.7}
\]

where \( F \) and \( G \) are apparent momentum source/sink terms (including cumulus effects), \( Q \) is the apparent heat source, \( d/dt = \partial \partial t + u(\partial / \partial r) + \xi (\partial / \partial \sigma) \) is the time derivative following the transverse motion, and where the vertical \( \sigma \) velocity is defined by \( \dot{\sigma} = d\sigma / dt \). As upper and lower boundary conditions we require that fluid particles do not cross the \( \sigma = 0 \) and \( \sigma = 1 \) surfaces, i.e.,

\[
\dot{\sigma} = 0 \quad \text{at} \quad \sigma = 0, 1. \tag{2.8}
\]

For the purpose of our analysis it is more con-
Convenient to consider the linear version of (2.2)–(2.7). Linearizing this system about a basic state (denoted by overbars) which is at rest, we obtain

\[
\frac{\partial u}{\partial t} - fv + \frac{\partial}{\partial r}(\phi + \sigma \bar{\alpha} \pi) = F, \tag{2.9}
\]

\[
\frac{\partial \nu}{\partial t} + fu = G, \tag{2.10}
\]

\[
\frac{\partial \pi}{\partial t} + \bar{\pi} \left( \frac{\partial r u}{\partial r} + \frac{\partial \sigma}{\partial \sigma} \right) = 0, \tag{2.11}
\]

\[
\frac{\partial}{\partial t} \left[ \frac{\partial \phi}{\partial \sigma} + \left( 1 - \frac{\sigma}{\gamma \bar{p}} \right) \bar{\alpha} \pi \right] + S \bar{\sigma} = - \frac{R \bar{\pi} Q}{\bar{p} \bar{c}_p}, \tag{2.12}
\]

where \( \gamma = c_p/c_v \) and the basic-state static stability has been defined as

\[
S = \frac{R \bar{\pi}}{\bar{p}} \left( \frac{\bar{\alpha}}{c_p} - \frac{d\bar{T}}{d\sigma} \right). \tag{2.13a}
\]

The use of (2.13) in (2.9)–(2.12), followed by the elimination of \( \omega \), leads to

\[
\frac{\partial u}{\partial t} - fv + \frac{\partial \Phi}{\partial r} = \frac{\partial \bar{u}}{\partial t}, \tag{2.14}
\]

\[
\frac{\partial \nu}{\partial t} + fu = \frac{\partial \bar{\nu}}{\partial t}, \tag{2.15}
\]

\[
\frac{\partial}{\partial t} \left[ \frac{\partial (\frac{1}{S} \Phi)}{\partial \sigma} \right] - \frac{\partial ru}{\partial r} = \frac{\partial}{\partial t} \left[ \frac{\partial \left( \frac{1}{S} \Phi \right)}{\partial \sigma} \right] = - \frac{R \bar{\pi} Q}{\bar{p} \bar{c}_p}. \tag{2.16}
\]

where we have defined

\[
\frac{\partial \bar{u}}{\partial t} = F, \quad \frac{\partial \bar{\nu}}{\partial t} = G \quad \text{and} \quad \frac{\partial \left( \frac{1}{S} \Phi \right)}{\partial \sigma} = - \frac{R \bar{\pi} Q}{\bar{p} \bar{c}_p}.
\]

The variable \( \Phi \), for example, can be interpreted as the "geopotential" which would result if the atmosphere were not allowed to adjust to the forcing (i.e., if the vertical motion field were constrained to be zero). The boundary conditions (2.8), when expressed in terms of \( \Phi \) and \( \Phi \) become

\[
\frac{\partial}{\partial \sigma} \left[ \frac{\partial}{\partial \sigma} (\Phi - \Phi) \right] = 0 \quad \text{at} \quad \sigma = 0, \tag{2.17a}
\]

\[
\frac{\partial}{\partial \sigma} \left[ \frac{\partial}{\partial \sigma} (\Phi - \Phi) + \frac{S}{\bar{\pi} \bar{\alpha}} (\Phi - \Phi) \right] = 0 \quad \text{at} \quad \sigma = 1. \tag{2.17b}
\]

Thus, the governing system of linear equations consists of (2.14)–(2.16) in the unknowns \( u, \nu \) and \( \Phi \) subject to the boundary conditions (2.17).

For any function \( \chi(r, \sigma, t) \), we introduce the vertical transform pair

\[
\chi_n(r, t) = \int_0^1 \chi(r, \sigma, t) \Psi_n(\sigma) d\sigma, \tag{2.18}
\]

\[
\chi(r, \sigma, t) = \sum_n \chi_n(r, t) \Psi_n(\sigma), \tag{2.19}
\]

where the kernel \( \Psi_n(\sigma) \) satisfies a yet to be determined Sturm-Liouville problem. The vertical transform of (2.14) and (2.15) is easily accomplished while (2.16) requires integration by parts, use of boundary conditions (2.17), and the determination of the differential equation and boundary conditions for \( \Psi_n(\sigma) \). The transformed equations are given by

\[
\frac{\partial u_n}{\partial t} - fv_n + \frac{\partial \Phi_n}{\partial r} = \frac{\partial \bar{u}_n}{\partial t}, \tag{2.20}
\]

\[
\frac{\partial \nu_n}{\partial t} + fu_n = \frac{\partial \bar{\nu}_n}{\partial t}, \tag{2.21}
\]

\[
\frac{\partial \Phi_n}{\partial t} + g \bar{h}_n \frac{\partial ru_n}{\partial r} = \frac{\partial \bar{\Phi}_n}{\partial t}, \tag{2.22}
\]

where the kernel \( \Psi_n(\sigma) \) satisfies

\[
\frac{d}{d\sigma} \left( \frac{1}{S} \frac{d\Psi_n}{d\sigma} \right) + \frac{1}{gh_n} \Psi_n = 0, \tag{2.23}
\]

subject to

\[
\frac{d\Psi_n}{d\sigma} = 0 \quad \text{at} \quad \sigma = 0, \tag{2.24a}
\]

\[
\frac{d\Psi_n}{d\sigma} + \frac{S}{\bar{\pi} \bar{\alpha}} \Psi_n = 0 \quad \text{at} \quad \sigma = 1. \tag{2.24b}
\]

Eq. (2.23) can be considered the vertical structure equation for our problem and, along with boundary conditions (2.24), gives rise to a countably infinite set of eigenvalues \( gh_n \), and a corresponding set of eigenfunctions (vertical structure or basis functions) \( \Psi_n(\sigma) \). Since (2.23) and (2.24) constitute a Sturm-Liouville problem, the vertical


\footnote{We also assume \( \Phi = 0 \) at \( \sigma = 1 \).}
structure functions \( \Psi_n(\sigma) \) form a complete and orthogonal set on the interval \([0, 1]\). They also may be normalized so that

\[
\int_0^1 \Psi_m(\sigma) \Psi_n(\sigma) d\sigma = \begin{cases} 1, & m = n \\ 0, & m \neq n. \end{cases} \tag{2.25}
\]

We shall present some solutions of (2.23) and (2.24) in Section 3.

The linear system (2.20)–(2.22) constitutes the horizontal structure problem and is more commonly referred to as the divergent barotropic system of equations, or the shallow-water equations. In their simplest context (2.20)–(2.22) govern small-amplitude perturbations in a rotating, homogeneous, incompressible and hydrostatic fluid with a mean free surface height \( h_a \). We note that the phase speed of a pure gravity wave in such a fluid is given by \((gh_n)^{1/2}\). For the more general stratified problem (2.20)–(2.22) govern the behavior of each of the vertical structure functions arising from the solution of (2.23) and (2.24). Consequently, the eigenvalue \((gh_n)^{1/2} = c_n\), where \( h_n \) is known as the equivalent depth, is interpreted as the pure gravity wave phase velocity of the associated vertical mode \( \Psi_n(\sigma) \). In Section 5 we shall use (2.20)–(2.22) to determine an approximate boundary condition and to examine the reflectivity of boundary conditions in general.

3. Analysis of the vertical structure problem

The solution of (2.23) and (2.24) requires the specification of the basic state static stability. The simplest case that can be considered is one in which the static stability is a constant. For such a situation the normalized basis functions \( \Psi_n \) are given by

\[
\Psi_n(\sigma) = \left( \frac{2}{1 + (2\lambda_n)^{-1} \sin 2\lambda_n} \right)^{1/2} \cos \lambda_n \sigma, \tag{3.1}
\]

where \( \lambda_n = \left(S/(gh_n)^{1/2}\right) \) is determined from the eigenvalue relation

\[
\lambda_n \tan \lambda_n = \frac{S}{\pi \bar{\alpha}(1)}, \quad n = 0, 1, 2, \ldots \tag{3.2}
\]

A good approximation to (3.2) is

\[
c_0 = (gh_0)^{1/2} = \left[ \frac{\pi}{\bar{\alpha}(1)} \right]^{1/2}, \quad c_n = (gh_n)^{1/2} = \frac{S^{1/2}}{n \pi} \quad \text{for} \quad n = 1, 2, 3, \ldots \tag{3.3}
\]

We see from this approximation that except for the external mode \((n = 0)\), the eigenvalues \( c_n \) are proportional to \( 1/n \). The first 18 exact and approximate eigenvalues, determined from (3.2) and (3.3), respectively, are listed in Table 1. These results are based on \( \bar{\pi} = 90 \text{ kPa} \), \( \bar{\alpha}(1) = 0.861 \text{ m}^2 \text{ kg}^{-1} \), and \( S^{1/2} = 162.77 \text{ m s}^{-1} \). The first five basis functions determined from (3.1) and (3.2) are shown in Fig.

<table>
<thead>
<tr>
<th>Vertical mode</th>
<th>Eq. (3.2) (exact)</th>
<th>Eq. (3.3) (approximate)</th>
<th>Static stability of Fig. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>294.15</td>
<td>278.39</td>
<td>287.55</td>
</tr>
<tr>
<td>1</td>
<td>50.14</td>
<td>51.81</td>
<td>51.61</td>
</tr>
<tr>
<td>2</td>
<td>25.69</td>
<td>25.91</td>
<td>26.81</td>
</tr>
<tr>
<td>3</td>
<td>17.21</td>
<td>17.27</td>
<td>19.40</td>
</tr>
<tr>
<td>4</td>
<td>12.93</td>
<td>12.95</td>
<td>14.81</td>
</tr>
<tr>
<td>5</td>
<td>10.35</td>
<td>10.36</td>
<td>11.80</td>
</tr>
<tr>
<td>6</td>
<td>8.63</td>
<td>8.64</td>
<td>9.77</td>
</tr>
<tr>
<td>7</td>
<td>7.40</td>
<td>7.40</td>
<td>8.39</td>
</tr>
<tr>
<td>8</td>
<td>6.47</td>
<td>6.48</td>
<td>7.42</td>
</tr>
<tr>
<td>9</td>
<td>5.75</td>
<td>5.76</td>
<td>6.64</td>
</tr>
<tr>
<td>10</td>
<td>5.18</td>
<td>5.18</td>
<td>6.02</td>
</tr>
<tr>
<td>11</td>
<td>4.71</td>
<td>4.71</td>
<td>5.49</td>
</tr>
<tr>
<td>12</td>
<td>4.32</td>
<td>4.32</td>
<td>5.04</td>
</tr>
<tr>
<td>13</td>
<td>3.99</td>
<td>3.99</td>
<td>4.65</td>
</tr>
<tr>
<td>14</td>
<td>3.70</td>
<td>3.70</td>
<td>4.31</td>
</tr>
<tr>
<td>15</td>
<td>3.45</td>
<td>3.45</td>
<td>4.02</td>
</tr>
<tr>
<td>16</td>
<td>3.24</td>
<td>3.24</td>
<td>3.76</td>
</tr>
<tr>
<td>17</td>
<td>3.05</td>
<td>3.05</td>
<td>3.53</td>
</tr>
</tbody>
</table>

The first basis functions give the vertical structure of the dependent variables \( u, v \) and \( \Phi \). The variable \( \omega \) has a vertical structure proportional to \(-\lambda_n^{-1}(d\Psi_n/d\sigma)\), which is plotted for the first five modes in Fig. 2a.

In the tropical atmosphere the basic state static stability varies considerably. This is illustrated in Fig. 3 where the vertical profile of \( S^{1/2} \) was calculated from the mean tropical clear area temperature profile of Gray et al. (1975). The constant value of \( S^{1/2} \) used in the earlier calculations is indicated by the vertical dashed line. The vertical structure problem (2.24) and (2.25) can be solved numerically for this more realistic \( S^{1/2} \) profile. The eigenvalues which are obtained are shown in the last column of Table 1, and the basis functions \( \Psi_n \) and \(-\lambda_n^{-1}(d\Psi_n/d\sigma)\) are shown in Figs. 1b and 2b, respectively. We see that the effect of the variable static stability is primarily to increase the propagation speeds of the higher order vertical modes. This is probably a consequence of the large values of \( S^{1/2} \) in the upper troposphere. We also note that the vertical structure functions are modified in this region of high static stability, such that the vertical wavelengths are shortened and the amplitudes are increased.

4. Importance of the lateral boundary condition

Before considering several lateral boundary conditions in the next section, we attempt to establish the importance of carefully formulated lateral boundary conditions in tropical cyclone models. The argument presented in this section is that when latent heat is released on horizontal scales typical
of a tropical cyclone and on time scales shorter than the local adjustment time scale only a small fraction of the released latent energy ends up in balanced flow. The major portion of this energy is partitioned to outward propagating gravity-inertia waves. This lopsided energy partition can be illustrated with a simple example.

From (2.21) and (2.22) we can derive the potential vorticity equation

$$\frac{\partial}{\partial t} \left( \frac{\partial \Psi_n}{\partial r} - \frac{f}{c_n^2} \Phi_n \right) = \frac{\partial}{\partial t} \left( \frac{\partial \Psi_n}{\partial r} - \frac{f}{c_n^2} \Phi_n \right). \quad (4.1)$$

Integrating (4.1), assuming that \( \Psi_n(r,0) = \tilde{\Psi}_n(r,t) = \)...
\( \Phi_n(r, 0) = \Phi_n(r, 0) = 0 \), that the time integrated heating results in
\[
\Phi(r, \infty) = \begin{cases} 
  c_n^2, & r < a \\
  0, & r > a 
\end{cases},
\tag{4.2}
\]
and that the final flow is geostrophic, we obtain
\[
\frac{d^2 \Phi_n(r, \infty)}{dr^2} + \frac{d \Phi_n(r, \infty)}{rdr} - \frac{f^2}{c_n^2} \Phi_n(r, \infty) = \begin{cases} 
  f^2, & r < a \\
  0, & r > a 
\end{cases}.
\tag{4.3}
\]
The solution of (4.3) which remains bounded at the origin and at infinity and which possesses continuous \( \Phi_n(r, \infty) \) and \( \nu_n(r, \infty) \) at \( r = a \) is
\[
\frac{\Phi_n(r, \infty)}{c_n^2} = \begin{cases} 
  \frac{fa}{c_n} K_1 \left( \frac{fa}{c_n} \right) I_0 \left( \frac{fr}{c_n} \right) - 1, & r < a \\
  -\frac{fa}{c_n} I_1 \left( \frac{fa}{c_n} \right) K_0 \left( \frac{fr}{c_n} \right), & r \geq a,
\end{cases}
\tag{4.4}
\]
where \( I_m \) and \( K_m \) are the order \( m \) modified Bessel functions.

The sum of the kinetic and the available potential energy associated with the final geostrophic flow, \( K_w + P_w \), can be obtained by multiplying (4.3) by \( \Phi_n(r, \infty) \) and integrating over area. The result is
\[
K_w + P_w = \int_0^\infty \frac{1}{2} \left[ \nu_n^2(r, \infty) + c_n^{-2} \Phi_n^2(r, \infty) \right] r dr = \frac{1}{2} c_n^{-2} \int_0^\infty \Phi_n(r, \infty) \dot{\Phi}_n(r, \infty) r dr.
\tag{4.5}
\]
Substituting (4.2) and (4.4) into (4.5) and normalizing by the available potential energy associated with \( \Phi_n(r, \infty) \) we obtain
\[
\frac{K_w + P_w}{\bar{P}} = 1 - 2K_1 \left( \frac{fa}{c_n} \right) I_1 \left( \frac{fa}{c_n} \right).
\tag{4.6}
\]

The energy ratio \( (K_w + P_w) / \bar{P} \) yields a single curve if we plot it as a function of the dimensionless horizontal scale \( fa/c_n \). However for convenient physical interpretation, we have plotted in Fig. 4 the energy ratio as a function of the dimensional horizontal scale \( a \), at 20°N, for the first five values of \( c_n \) given in the last column of Table 1. Fig. 4 needs to be interpreted with some caution since the normalization factor \( \bar{P} \) should not be regarded as the available potential energy which has been generated by latent heat release. Rather it is the available potential energy which would have been generated if all the heating had gone into local thickness change. In order to determine the available potential energy actually generated by the heating, it would be necessary to compute the time integral of the product of the geopotential and the heating, which is beyond the scope of the simple potential vorticity argument presented in this section. However, if the atmosphere were to be heated on a time scale shorter than the local adjustment time scale (on the order of \( (f + \xi)(f + 2v/r) \)^{-1/2} for the more general case in which a non-resting vertically independent basic
state flow is included) a large fraction of the heating would go into local thickness change and a large generation of available potential energy would occur. In the limiting case of impulsive heating \( P \) can be considered the amount of available potential energy generated by the heating and for such a situation the difference between \((K_m + P_m)/\rho \) and unity (Fig. 4) represents the fraction of the generated energy partitioned to outward propagating gravity-inertia waves. We see that for horizontal scales \( \leq 300 \) km, the majority of the impulsively generated energy is partitioned to gravity-inertia wave motion. Although this argument is strictly valid only for impulsive heating, it is approximately true for heating with time scales shorter than the local adjustment time scale. In light of the large amounts of latent heat released in tropical storms it would be reasonable to conclude that gravity-inertia wave energy leaving the vicinity of a tropical cyclone could be substantial, especially for the low-order vertical modes. Although the energy ratio curves shown in Fig. 4 depend on the horizontal structure of the chosen forcing, these curves are typical of other examples we have investigated (Schubert et al., 1980). They show the very low efficiency of geostrophic energy generation by tropical cyclone scale heating in low latitudes and lead naturally to the view that, in terms of gravity-inertia wave energy, tropical cyclones may, at times, be highly radiating systems.

There are, of course, real physical situations in which gravity-inertia waves might be reflected back toward their source. However, the imposition of a lateral boundary to the computational domain of a numerical model should not result in the reflection of incident waves. Improper reflection of gravity-inertia waves in a model which carries water vapor as a dependent variable can become intolerable since the vertical motion field associated with these reflected waves (see Fig. 2b) can interact nonlinearly with the moisture field to produce an erroneous pattern of latent heat release. Consequently, a properly formulated lateral boundary condition can indirectly contribute to significant alterations of the numerical solution, especially with regard to the transient behavior of the simulated disturbance.

5. Analysis of the horizontal structure problem

a. An exact boundary condition

A fairly thorough study of open-boundary conditions for dispersive waves has been conducted by Bennett (1976). We apply his approach to our problem by considering the horizontal structure equations (2.20)–(2.22) for the vertical mode \( n \). Defining \( \hat{\chi}_n(r,s) \) as the Laplace transform of \( \chi_n(r,t) \) and assuming no initial disturbance and no source/sink terms for \( r \geq a \), we transform (2.20)–(2.22) and eliminate \( \hat{\phi}_n(r,s) \) and \( \hat{\nu}_n(r,s) \) to obtain

\[
\frac{r^2}{dr^2} \frac{d\hat{u}_n}{dr} + \frac{r}{dr} \frac{d\hat{u}_n}{dr} - \left[ \left( \frac{s^2 + f^2}{c_n^2} \right)^{1/2} r^2 + 1 \right] \hat{u}_n = 0 \quad \text{for} \quad r \geq a. \tag{5.1}
\]

The solution of (5.1) which remains bounded as \( r \to \infty \) is given by

\[
\hat{u}_n(r,s) = A(s) \sqrt{\frac{s^2 + f^2}{c_n^2}} r \quad \text{for} \quad r \geq a. \tag{5.2}
\]

It can be shown that the transformed radial wind component \( \hat{u}_n(r,s) \) also satisfies

\[
\frac{dr\hat{u}_n}{dr} = \left( \frac{rK_1}{K_1} \right) \left[ \left( \frac{s^2 + f^2}{c_n^2} \right)^{1/2} \right] \hat{u}_n \quad \text{at} \quad r = a. \tag{5.3}
\]

In a balanced tropical cyclone model the first term in (2.14) is neglected. For such a model (5.3) remains unchanged except for the omission of \( s^2 \). In this special case (5.3) can be inverted to give

\[
\frac{\partial u_n}{\partial r} = -\frac{fa}{c_n} \left[ \frac{K_n(fa/c_n)}{K_1(fa/c_n)} \right] u_n \quad \text{at} \quad r = a. \tag{5.4}
\]

This is the proper boundary condition for forced rotational modes, which are the only modes appearing in a balanced model. Boundary condition (5.4) has been used by Ooyama (1969a) for the upper level radial flow in his three-layer model. It has also been used by Sundqvist (1970a) at each level of his ten-level model with a value of \( c_n \) corresponding to the first internal mode.

An exact boundary condition for both rotational and gravitational modes can be obtained by inverting (5.3). Unfortunately, this procedure yields an expression which is quite complicated and of questionable practical value. This is more readily illustrated if we utilize the large argument asymptotic form of the modified Bessel function \( K_1 \) to simplify (5.3) to

\[
\left( s^2 + f^2 \right)^{1/2} \hat{u}_n + c_n \frac{\partial \hat{u}_n}{\partial r} = 0 \quad \text{at} \quad r = a, \tag{5.5}
\]

which, when multiplied by \( (s^2 + f^2)^{-1/2} \), can be inverted to give

\[
\frac{\partial u_n(r,t)}{\partial t} + c_n \frac{\partial \hat{u}_n(r,t)}{\partial r} = f c_n \int_0^t J_1[f(t - t')] \left[ \frac{\partial u_n(r,t')}{\partial r} \right] dt' \quad \text{at} \quad r = a. \tag{5.6}
\]

Relationships of this kind require that we store and
repeatedly sum (with different weights) boundary values of \( u_n \) and its horizontal derivative. The storage requirements alone are effectively equivalent to allowing the computational domain to expand in time. Since this is what we are attempting to avoid, the idea of using an exact boundary condition must be abandoned for practical reasons.

Because of the difficulties involved in applying (5.6) we consider the two limiting cases of (5.5), \( s \gg f \), which when inverted can be written
\[
\frac{\partial u_n}{\partial t} + c_n \frac{\partial r^{1/2} u_n}{r^{1/2} \partial r} = 0 \quad \text{at} \quad r = a, \quad (5.7)
\]
and \( f \gg s \), which can be inverted to give
\[
f u_n + c_n \frac{\partial r^{1/2} u_n}{r^{1/2} \partial r} = 0 \quad \text{at} \quad r = a. \quad (5.8)
\]

Eq. (5.7) can be regarded as an asymptotically valid radiation condition for pure gravity waves and will be discussed further in Section 5b. Eq. (5.8) represents an asymptotically valid boundary condition for balanced flow (i.e., for forced rotational modes) and is simply an approximate version of (5.4). The use of (5.8) instead of (5.4) can be justified if the boundary radius is larger than the Rossby radius \( c_n/f \). Although this is usually true for the internal modes, it is practically never the case for the external mode. It might be argued that during model integration one should choose between (5.7) and (5.8) [or more precisely (5.4)] based on the relative magnitudes of \( \partial u_n/\partial t \) and \( f u_n \). We shall not explore this possibility but rather concentrate on the usefulness of (5.7) alone.

b. Reflectivity analysis

A more conventional method of studying boundary conditions is through a reflectivity analysis. We begin such an analysis by noting that the system (2.20)–(2.22) has solutions of the form
\[
\begin{bmatrix}
u_n(r,t) \\
v_n(r,t) \\
\Phi_n(r,t)
\end{bmatrix} \propto \begin{bmatrix} 1 \\
if \\
v_n \end{bmatrix} \\
\begin{bmatrix} H^{(1)}_1(kr) \\
H^{(2)}_1(kr) \\
H^{(2)}_0(kr)
\end{bmatrix} + R \begin{bmatrix} H^{(1)}_0(kr) \\
H^{(2)}_1(kr) \\
H^{(2)}_0(kr)
\end{bmatrix} e^{-\text{int}}, \quad (5.9)
\]
\[
\begin{bmatrix} 1 \\
if \\
v_n \end{bmatrix} \begin{bmatrix} e^{i(kr - \nu_n t)} - iR e^{-i(kr + \nu_n t)} \end{bmatrix}. \quad (5.10)
\]

The first term in both (5.9) and (5.10) corresponds to an outward propagating wave while the second term corresponds to an inward propagating wave. Thus, at large radius \( a \) (the radius of the model boundary), the asymptotic form of the outward propagating wave satisfies the radiation condition
\[
\frac{\partial u_n}{\partial t} + \frac{\nu_n}{k} \frac{\partial r^{1/2} u_n}{r^{1/2} \partial r} = 0 \quad \text{at} \quad r = a. \quad (I)
\]

If a disturbance in the form of a wave packet centered on wavenumber \( k \) approaches the boundary, the use of boundary condition I should result in low reflectivity as long as \( ka \gg 1 \). The primary disadvantage of I is that it is difficult to apply in physical space because knowledge of \( \nu_n/k \) is required. However, since \( \nu_n/k \rightarrow c_n \) as \( k \rightarrow \infty \), we might approximate I by
\[
\frac{\partial u_n}{\partial t} + c_n \frac{\partial r^{1/2} u_n}{r^{1/2} \partial r} = 0 \quad \text{at} \quad r = a, \quad (II)
\]
which is identical to (5.7) and which is much easier to apply in physical space because \( c_n \) is known from the solution of the vertical structure problem. This approximation is equivalent to neglecting the Coriolis parameter and confining our study to nondispersive or pure gravity wave motion. One additional approximation can be made to II, and that is to neglect the effects of cylindrical geometry, which gives
\[
\frac{\partial u_n}{\partial t} + c_n \frac{\partial u_n}{\partial r} = 0 \quad \text{at} \quad r = a. \quad (III)
\]

Let us also consider the two most widely used boundary conditions in tropical cyclone models which are the condition of zero divergence,

\footnote{Boundary condition (I) bears a certain equivalence to (5.6) since both involve asymptotic approximations to Bessel functions.}
Table 2. Reflectivities for boundary conditions I–V.

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Reflectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I) ( \frac{\partial u_n}{\partial t} + \frac{v_n}{k} r^{1/2} \frac{\partial}{\partial r} u_n = 0 )</td>
<td>(</td>
</tr>
<tr>
<td>(II) ( \frac{\partial u_n}{\partial t} + c_n r^{1/2} \frac{\partial}{\partial r} u_n = 0 )</td>
<td>(</td>
</tr>
<tr>
<td>(III) ( \frac{\partial u_n}{\partial t} + c_n \frac{\partial u_n}{\partial r} = 0 )</td>
<td>(</td>
</tr>
<tr>
<td>(IV) ( \frac{\partial r u_n}{\partial r} = 0 )</td>
<td>(</td>
</tr>
<tr>
<td>(V) ( u_n = 0 )</td>
<td>(</td>
</tr>
</tbody>
</table>

\( \frac{\partial r u_n}{\partial r} = 0 \) at \( r = a \), \( u_n = 0 \) at \( r = a \).

The reflectivity of each of the conditions I–V can be found by substituting (5.9) and solving for \( |R| \). The mathematical expressions are given in Table 2. Since conditions IV and V have unit reflectivity and the reflectivity of III is larger than II (Schubert et al., 1980), we confine the remainder of this discussion to a comparison of I and II. As can be seen from Table 2 the reflectivity of boundary condition II is a function of both \( ka \) and \( v_n/c_n k \). In Fig. 5 we have drawn isopleths of \( |R| \) in the \( [ka, v_n/c_n k] \) plane for boundary condition II. From Fig. 5 one also can obtain the reflectivity of I since it is identical to the reflectivity of II along the line \( v_n/c_n k = 1 \). As long as \( c_n \) is within about 10% of \( v_n/k \) and \( ka \approx 1.5 \), the reflectivity can be held under 5%.

In order to understand the implications of the reflectivity relations for a particular model situation, it is more convenient to display the results in dimensional form. The reflectivities of the 18 vertical modes which have the eigenvalues listed in the last column of Table 1 are illustrated in Fig. 6 for boundary condition II. These reflectivities are calculated for a domain size of 960 km, and for an \( f \) corresponding to a latitude of 20°N. We see that, for a

given wavenumber \( k \), a larger fraction of the incident wave is reflected as the vertical mode is increased. This result is due to the fact that the higher order modes propagate at a slower rate and hence have longer periods. Thus, the Coriolis force plays a larger role in the dynamics of these waves, but is neglected in the boundary condition since \( v_n/k \) has been approximated by its pure gravity wave value \( c_n \). Accordingly, boundary condition II is mode dependent, while boundary condition I is mode independent, its reflection curve being indistinguishable

\[ \text{Fig. 5. Isopleths of } |R| \text{ as a function of } ka \text{ and } v_n/c_n k \text{ for boundary condition II. The reflectivity of boundary condition I is a function of } ka \text{ only and can be obtained by moving along the } v_n/c_n k = 1 \text{ line in this figure.} \]
from the $n = 0$ curve in Fig. 6. Even though boundary condition II does have higher reflectivities than I, for low-order vertical modes and horizontal wavelengths smaller than the size of the computational domain, the approximation made in boundary condition II does not introduce serious reflection problems.

6. Numerical examples

a. Single vertical mode

In this subsection we shall compare the results of numerical integrations of (2.20)–(2.22) using boundary conditions II, IV and V. In addition we shall show results obtained using the numerical extrapolation technique of Orlanski (1976). In Orlanski’s method the condition

$$\frac{\partial u_n}{\partial t} + c_n \frac{\partial u_n}{\partial r} = 0$$  \hspace{1cm} (VIa)

is used to predict $u_n$ at the model boundary after

$$c_n = -\frac{\partial u_n}{\partial t} + \frac{\partial u_n}{\partial r},$$  \hspace{1cm} (VIb)

has been used to diagnose $c_n$ at the previous time step just inside the model boundary. The estimate of $c_n$ is not allowed to become negative nor to exceed the radial grid interval divided by the time step. For further details the reader is referred to Orlanski’s (1976) paper.

In order to conduct the following single mode tests we have made use of the numerical model described in the Appendix. In the experiments illustrated here, the fluid is initially at rest but has a free surface perturbation

$$\Phi_n(r,0) = \left\{ \frac{r^2}{2r_0^2} \left[ 1 + \frac{4 - r^2/r_0^2}{4 + f^2r_0^2/c_n^2} \right] - 1 \right\} \exp(-r^2/2r_0^2), \hspace{1cm} (6.1)$$

![Fig. 6. The reflectivities of boundary condition II for the 18 vertical modes which have the eigenvalues listed in the last column of Table 1. These reflectivities have been calculated for a domain size of 960 km and for an $f$ corresponding to a latitude of 20°N. The reflectivity of boundary condition I is essentially the same as the $n = 0$ curve.](image)

![Fig. 7. The $fr/u_n$ field at $ft = 0.05$ and 0.25 for all single vertical mode initial value experiments. See text for further discussion.](image)
where \( r_0 \) is a measure of the perturbation half width which has been specified to be \( r_0 = 0.1 c_n/f \). This initial value problem was first studied by Obukhov (1949). For the linear problem, the final geostrophically adjusted state can be obtained analytically by solving the potential vorticity equation (Schubert et al., 1980, Section 6), providing an independent check on the performance of the model.

The results of five experiments will now be shown, the first being the control or “infinite domain” experiment and the remaining four using boundary conditions II, IV, V and VI. In the infinite domain experiment the computational domain was expanded to eliminate all possible boundary effects on the solution in the interior \( (fr/c_n \approx 0.5375) \) of the model. The results of the five numerical tests are shown in Figs. 7 and 8. Fig. 7 is common to all those given in Fig. 8, and shows the early propagation of the wave which is excited in the \( u \) field (the divergent component of the wind). Up to time \( ft = 0.25 \), the numerical solutions are essentially the same for all five experiments. After this time, how-
ever, the solutions diverge due to the differences in the lateral boundary conditions, as can be seen in Fig. 8. Fig. 8a shows the results of the control experiment and can be regarded as the ideal result since there are no boundary effects. We see that at \( ft = 0.85 \), the computational domain is for the most part in geostrophic balance. In the interior, \( fr/c_n \approx 0.5 \), the solution is well within 1% of the analytically calculated final adjusted state. The remaining figures show the numerical solutions for those experiments incorporating boundary condition II (Fig. 8b), boundary condition VI (Fig. 8c), boundary condition IV (Fig. 8d) and boundary condition V (Fig. 8e). Note that although boundary conditions IV and V both have theoretical reflectivities of one, the wave which is excited in the radial wind field is not reflected in an identical manner, i.e., a phase shift occurs when using boundary condition IV, the condition of zero divergence. This is a consequence of forcing the radial wind at the boundary to be proportional to its horizontal derivative rather than to a constant as is done in the case of zero mass flux. Such a phase shift should not be misinterpreted as a difference in the reflectivities of boundary conditions IV and V. Clearly, boundary conditions II and VI give considerably better results with boundary condition II most closely approximating the control experiment.

b. Fully stratified case

We extend the results of Section 6a by comparing the behavior of boundary conditions II, IV, V and VI in a stratified numerical model and by considering an additional boundary condition for which the relation

\[
\frac{\partial u}{\partial t} + c \frac{\partial u}{\partial r} = 0
\]  

(VII)

is applied at the lateral boundary grid points where the phase velocity \( c \) is a constant chosen to be representative of the first internal mode of the model (Klemp and Wilhelmson, 1978).

An 18-level axisymmetric primitive equation model is used to conduct these numerical tests. The system (2.2)–(2.7) is solved where the time and horizontal space differencing are the same as those used in the divergent barotropic model described in the Appendix. Vertical differencing follows the scheme developed for the UCLA GCM (Arakawa and Lamb, 1977), where \( p_T = 100 \) mb. The computational domain of 960 km consists of 64 grid intervals \( (I = 65) \).

Boundary conditions IV, V, VI and VII are all applied level by level. However, in order to apply boundary condition II it is necessary to project the boundary values of the dependent variables onto the vertical structure functions and thus obtain the amplitude of each vertical mode. In practice, we obtain these vertical structure functions via a method which will more accurately represent the effects of the vertical differencing scheme we have employed. This approach can be summarized as follows. Noting that boundary condition II is asymptotically valid as \( k \to \infty \), and that in this case \( f \) can be elim-
inated, we can linearize (2.2)–(2.7), assume a solution of the form
\[
\begin{pmatrix}
u(u(r,\sigma,t)) \\
T(r,\sigma,t) \\
\pi(r,t)
\end{pmatrix}
= \begin{pmatrix}
\hat{u}(\sigma)[H_{1}^{\nu}(kr) + RH_{2}^{\nu}(kr)] \\
\hat{T}(\sigma)[H_{1}^{\nu}(kr) + RH_{2}^{\nu}(kr)] \\
\hat{\pi}[H_{1}^{\pi}(kr) + RH_{2}^{\pi}(kr)]
\end{pmatrix} e^{-i\omega t},
\]
and obtain
\[
i \frac{\nu}{k} \hat{u} + \int_{\sigma}^{\pi} \frac{1}{\bar{\pi}} \frac{\alpha}{\hat{\pi}} \left( \frac{\hat{T}}{\hat{\pi}} + \frac{p_{\sigma}}{\hat{\pi}} \right) d\sigma' + \sigma \bar{\alpha} \hat{\pi} = 0, \tag{6.3}
\]
\[
i \frac{\nu}{k} \hat{T} - \frac{d\hat{T}}{d\sigma} \int_{\sigma}^{\pi} \hat{u} d\sigma + \left( \frac{d\hat{T}}{d\sigma} - \frac{\bar{\pi}}{c_{p}} \right) \int_{0}^{\sigma} \hat{u} d\sigma' = 0, \tag{6.4}
\]
\[
i \frac{\nu}{k} \hat{\pi} - \frac{-\pi}{\bar{\pi}} \int_{0}^{1} \hat{u} d\sigma = 0. \tag{6.5}
\]

In practice, we follow the above procedure with the governing equations in differential-difference form (radius and time being continuous, sigma discrete). Then the above integrals become sums and we can regard the resulting problem as an algebraic eigenvalue problem, with \(v/k\) as the eigenvalue. For a vertically discrete model atmosphere with \(N\) velocity levels (6.3)–(6.5) yields a system of either \(2N\) or \(2N + 1\) vertically discrete equations depending on whether the temperature levels are staggered. For Lorenz (1960) type vertical differencing schemes (nonstaggered temperature) there are \(2N + 1\) vertically discrete equations. This allows the mass field one additional degree of freedom which is not under the control of the geostrophic adjustment process. Although the results presented here are from a model with Lorenz type vertical differencing, the extra degree of freedom in the mass field does not seem to present any problems. The eigenvectors obtained from the solution of the discrete versions of (6.3)–(6.5) are not orthogonal, but this poses no difficulty with respect to the projection process since it is easy to calculate from the transpose of the coefficient matrix a set of eigenvectors which are orthogonal to the original set (e.g., Twomey, 1977, Chap. 4).

For a numerical experiment we again consider an initial value problem in which a Gaussian perturbation is introduced in the \(\pi\) or surface pressure field. Thus, the initial \(\pi\) field is of the form
\[
\pi(r, 0) = \bar{\pi} - A \exp\left[-(r/r_{0})^{2}\right],
\]
where \(r_{0} = 150\ km, A = 1\ mb\) and \(\bar{\pi}\) is a specified constant. The initial temperature field is independent of radius along constant \(\sigma\) surfaces and the initial motion field is identically zero.

A control experiment is first conducted for which the lateral boundary is moved to 3840 km in order to exclude boundary effects on the numerical solution in the interior 960 km. The vertical motion field at \(t = 6\ h\) is displayed for all the experiments in Fig. 9. Fig. 9a, which corresponds to the control or infinite domain experiment, is the desired result, and indicates that only relatively small amplitude (high vertical wavenumber) motions remain in the computational domain at this time. Boundary conditions II and VI (Figs. 9b and 9c) appear to give results closest to the control experiments with boundary conditions IV and V (Figs. 9f and 9e) deviating significantly from the control. Fig. 10 illustrates the reflected vertical motion field for boundary conditions VII, V and IV where the contour intervals are 2.5 mb day\(^{-1}\). Since the reflections for boundary conditions II and VI are much smaller, they are given separately in Fig. 11 where the contour interval is reduced by a factor of 10 to 0.25 mb day\(^{-1}\). For the cases of zero radial wind (Fig. 10b) and zero divergence (Fig. 10c) we see that the external mode and first internal mode have reached the boundary and have been reflected. Boundary condition VII gives much better results than either of these since the amplitude of the external mode is significantly reduced, and very little of the first internal mode is reflected. These results should be expected since the constant phase speed has been chosen to be representative of the first internal mode. The theoretical reflectivity for boundary condition VII can be calculated for each vertical mode and reveals that the choice of a single phase speed results in large reflectivities for all vertical modes except for those modes which propagate at a rate which is close to the chosen \(c\). This result appears to be independent of the choice of \(c\), suggesting a fundamental weakness in choosing a constant phase speed to represent all waves.

The reflected vertical motion fields shown in Fig. 11 indicate that boundary condition VI gives stronger reflection than does boundary condition II. In ad-

---

\(^{1}\)For such a situation the following procedure does not address the boundary condition on the tangential wind component. Thus, we have arbitrarily chosen to apply the condition of zero vorticity, \(\partial v/r/\partial r = 0\).


\(^{3}\)In fact, the external mode has been reflected three times, while the first internal mode has experienced only one reflection.
Fig. 9. The vertical motion field $\omega$ at $t = 6$ h for the fully stratified initial value experiments employing (a) infinite domain, (b) boundary condition II, (c) boundary condition VI, (d) boundary condition VII, (e) boundary condition V and (f) boundary condition IV. The contour interval is 2.5 mb day$^{-1}$ with dashed lines indicating sinking motion.

Fig. 10. The reflected vertical motion field at $t = 6$ h for the fully stratified initial value experiments employing (a) boundary condition VII, (b) boundary condition V and (c) boundary condition IV. The contour interval is 2.5 mb day$^{-1}$ with dashed lines indicating sinking motion.

Fig. 11. The reflected vertical motion field at $t = 6$ h for the fully stratified initial value experiments employing (a) boundary condition II and (b) boundary condition VI. The contour interval is 0.25 mb day$^{-1}$ with dashed lines indicating sinking motion.

dition, a considerable amount of computational noise has been introduced into the reflected waves by boundary condition VI. One other interesting aspect associated only with boundary condition VI is the appearance of a fictitious mass sink for the computational domain, a mass trend which could have an adverse impact on long-term numerical integrations.
7. Concluding remarks

In a tropical cyclone any balance which may exist between the mass and wind fields is continually disrupted by the release of latent heat in deep cumulus convection. In response, the atmosphere continually tries to adjust back to a balanced state and in the process radiates gravity-inertia waves. The energy analysis of Section 4 suggests that, at times, a large fraction of the energy generated by the release of latent heat can be partitioned to gravity-inertia waves rather than to geostrophic flow. Thus it is important that a numerical model of a tropical cyclone employ an appropriately formulated lateral boundary condition, i.e., one which does not reflect outward propagating gravity-inertia waves.

We have demonstrated that it is possible to derive approximate outgoing wave conditions (boundary conditions I–III) for the fully stratified axisymmetric case. We have examined theoretically the reflectivities of these three approximate conditions as well as two other lateral boundary conditions in common use, the conditions of zero divergence and zero radial wind (boundary conditions IV and V). The results of this analysis show that boundary condition I has the lowest reflectivity, although boundary condition II, which is much easier to implement, is nearly as good for the lower order vertical modes. We are presently using II in an axisymmetric tropical cyclone model. It is also clear from our analysis that the condition of zero divergence is not in the true sense an "open" lateral boundary condition since it results in unit reflection of gravity-inertia waves. In this regard, it is as poor a boundary condition as the condition of zero radial wind, which also gives unit reflection.

The behavior of two other lateral boundary conditions has been examined numerically. These are the method proposed by Orlanski (1976) (boundary condition VI) and the method proposed by Klemp and Wilhelmson (1978) (boundary condition VII). The basic problem with the latter approach in tropical cyclone models is the choice of a single phase speed to represent all waves. Only those waves moving at or very near this phase speed will be treated properly, and since there is such a wide range of propagation speeds in a stratified model, it is difficult to tune the choice of this constant phase velocity. However, in the situation where an external mode does not occur, or where the amplitude spectrum of the vertical modes which are excited in the model has a narrow distribution, boundary condition VII may give fairly good results.

Although there is some reflection (5–15%) associated with boundary condition VI, it produces results which at first glance appear to closely approximate those of the control experiment. We believe, however, that there are several problems associated with boundary condition VI. Since this method is applied level by level it may have difficulty when two or more vertical modes (moving at different phase velocities) reach the boundary simultaneously. This vertically independent specification of the lateral boundary condition in a hydrostatic model is questionable from a theoretical viewpoint since the results of Sections 2 and 5 suggest that the boundary condition should be applied to each vertical mode. For the examples we have examined, the numerical estimates of the phase velocity c tend to vary considerably, which apparently introduces noise into the computational domain. In addition we have experienced fictitious mass trends when using boundary condition VI.

Although boundary condition II has been shown to give reasonably good results in the fully stratified case, it is by no means perfect. It includes both the asymptotic approximation for Hankel functions and the pure gravity wave approximation for the gravity-inertia wave frequency. Numerical initial value experiments, which are similar to those conducted in Section 6b, but which include a balanced basic-state flow, show that the balanced flow is not improperly altered when using boundary condition II, even after gravity wave activity has left the computational domain.

Somewhat better results could undoubtedly be obtained by using boundary condition I, but this involves a knowledge of the spectral characteristics of the outgoing waves. It is not obvious that such a slight improvement in results would justify the additional effort.
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APPENDIX

Finite-Difference Form of the Divergent Barotropic System of Equations

The nonlinear divergent barotropic system of equations can be written in flux form as

\[ \frac{\partial}{\partial t} (\phi ru) + \frac{\partial}{\partial r} (\phi ru u) \]

\[ - \left( f + \frac{v}{r} \right) \phi rv + \phi r \frac{\partial \phi}{\partial r} = 0; \quad (A1) \]
\[
\frac{\partial}{\partial t} (\phi v) + \frac{\partial}{\partial r} (\phi uv) + \left( f \frac{v}{r} \right) \phi u = 0, \quad (A2)
\]

\[
\frac{\partial \phi r}{\partial t} + \frac{\partial \phi ru}{\partial r} = 0, \quad (A3)
\]

where the dependent variables \( u, v \) (the radial and tangential velocity components) and \( \phi \) (the free surface geopotential) are functions of \((r, t)\) only. Using the staggered finite-difference grid shown in Fig. A1 (scheme B, Arakawa and Lamb, 1977), Eqs. (A1)–(A3) may be written in a differential difference form as

\[
\frac{\partial \Phi_i}{\partial t} = -(F_{i+1/2} - F_{i-1/2}), \quad (A4)
\]

\[
\frac{\partial}{\partial t} (\Phi_{i+1/2} u_{i+1/2}) = -\frac{1}{2} \left[ \mathcal{F}_{i+1} (u_{i+1/2} + u_{i+3/2}) \right. \\
- \mathcal{F}_{i} (u_{i-1/2} + u_{i+1/2}) \left. \right] + \frac{1}{4} \left[ (\phi_i + \phi_{i+1}) (C_i + C_{i+1}) \right. \\
+ \phi_{i+1} (C_i + C_{i+1}) \left. \right] v_{i+1/2} - \frac{1}{2} \alpha r_{i+1/2} (\phi_i + \phi_{i+1}) (\phi_i + \phi_{i+1}) \phi_{i+1} - \phi_i, \quad (A5)
\]

\[
\frac{\partial}{\partial t} (\Phi_{i+1/2} v_{i+1/2}) = -\frac{1}{2} \left[ \mathcal{F}_{i+1} (v_{i+1/2} + v_{i+3/2}) \right. \\
- \mathcal{F}_{i} (u_{i-1/2} + u_{i+1/2}) \left. \right] + \frac{1}{4} \left[ (\phi_i + \phi_{i+1}) (C_i + C_{i+1}) \right. \\
+ \phi_{i+1} (C_i + C_{i+1}) \left. \right] u_{i+1/2}, \quad (A6)
\]

where

\[
\Phi_i = \phi_i r_i \Delta r \\
F_{i+1/2} = \frac{1}{2} (\phi_i + \phi_{i+1}) r_{i+1/2} u_{i+1/2} \\
\Phi_{i+1/2} = \frac{1}{2} (\Phi_i + \Phi_{i+1}) \\
\mathcal{F}_{i} = \frac{1}{2} (F_{i-1/2} + F_{i+1/2}) \\
C_i = \frac{1}{2} (v_{i-1/2} + v_{i+1/2}) \Delta r
\]

The model used to produce the results presented in Section 6a consists of 43 velocity points and 44 geopotential points \((I = 43)\) spaced 0.0125 dimensionless units apart \([i.e., \Delta r = 0.0125 (gh)^{1/2} / f]\). Time differencing of (A4)–(A6) is accomplished with a leapfrog scheme coupled with an Asselin (1972) time filter.

For the linear initial value problems discussed in Section 6a, we have applied the lateral boundary condition to all predicted variables \([i.e., the\ tendecies u_{i+1/2}, v_{i+1/2} and \phi_{i+1}\ are predicted by the lateral boundary condition while all other tendencies are evaluated using (A4)–(A6)]. Horizontal derivatives at the boundary points are computed using a first order one-sided difference.
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