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ABSTRACT

We consider the multigrid solution of the transverse circulation equation for a tropical cyclone. First we develop a standard multigrid scheme (SMG) which cycles between different levels of discretization (grids) to efficiently reduce the error in the solution on all scales. Whereas relaxation is inefficient as a solution method, it is used within the multigrid approach as a smoother to reduce the high-wavenumber errors on each grid. The added cost of the coarse grids is small because they contain relatively few points. The efficiency of the SMG scheme is compared to more conventional methods: Gauss-Seidel and successive-over-relaxation (SOR). Results show that the SMG scheme solves to the level of truncation error 26 times faster than an optimal SOR method.

In the SMG scheme an unbounded domain is approximated with a wall at a finite radius which leads to significant errors in the numerical solution. To better simulate an unbounded domain, we develop a second scheme (LRMG) which naturally combines local mesh refinement with multigrid processing. In this scheme, the lateral boundary is moved far enough out that the wall boundary condition is realistic, and the grid is coarsened in the outer region so that little additional work is required. Since finer grids are introduced only where needed, the LRMG scheme maintains the usual multigrid efficiency.

1. Introduction

In a review (this issue), Fulton et al. (1986) have discussed the basic concepts and techniques of multigrid methods, concentrating on their role as fast elliptic solvers. In the present paper we apply the multigrid method to a particular problem in tropical cyclone theory. Our example originates from the balanced vortex equations of Eliassen (1952). Eliassen's equations have played an important role in attempts (e.g., Ooyama, 1969; Sundqvist, 1970) to numerically simulate the life cycle of tropical cyclones. The form of the balanced vortex equations which we shall use is that of Schubert and Hack (1983). This form is based in part on a transformation of the radial coordinate from actual radius $r$ to potential radius $R$, where $\frac{1}{2} f R^2 = rv + \frac{1}{2} f r^2$, $v$ is the tangential wind and $f$ is the coriolis parameter. The transformed model can be used either prognostically to study the evolution of a vortex, or diagnostically, as in this study, to compute the response of a vortex to a specified forcing. In the former approach the transverse circulation equation

$$\frac{\partial}{\partial R} \left( q \frac{\partial R \psi^*}{\partial R} \right) + \frac{\partial}{\partial Z} \left( s \frac{\partial \psi^*}{\partial Z} \right) = \frac{g}{\theta_0} \frac{\partial Q}{\partial R}$$

$$R \psi^* = 0 \text{ at } R = 0, \quad R \psi^* \to 0 \text{ as } R \to \infty$$

$$R \psi^* = 0 \text{ at } Z = Z_\ast, \quad R \psi^* \text{ specified on } Z = 0$$

is solved for the streamfunction $\psi^*$ at every time step, where the potential vorticity $q$ and the inertial stability $s$ are functions of the vortex, and the diabatic heating $Q$ is either specified or parameterized in terms of other model variables. In the diagnostic approach $q$, $s$ and $Q$ are specified functions of $R$ and $Z$. The effects of frictional stresses, which we assume are confined to a thin boundary layer, are incorporated in this model through the bottom boundary condition; in the inviscid case this condition becomes $R \psi^* = 0$.

A variety of methods have been used in the past for solving finite difference analogues to elliptic equations such as (1.1). Perhaps the most straightforward solution method for such problems is Gaussian elimination. Although this direct method produces the exact solution in a finite number of computations, it becomes prohibitively expensive in terms of operations and storage as resolution increases. Ooyama's (1969) use of Gaussian elimination to solve an analogue of (1.1) at each time step in the evolution of a tropical cyclone was computationally feasible because his model contained only two vertical levels. In solving for the forced radial and vertical motions in a hurricane model, Willoughby (1979) likewise chose to use a direct method since his system was solved only once in a diagnostic sense. On the other hand, Sundqvist (1970) was forced to use iterative methods to make his model simulation of tropical cyclone development with high vertical resolution computationally efficient. Employing both the successive-over-relaxation (SOR) and the alternating-direction-implicit (ADI) procedures, Sundqvist found the latter indirect method increasingly more efficient than SOR as the resolution of the model increased.
Fulton et al. (1986) describe a still faster procedure for solving elliptic partial differential equations such as (1.1). This procedure, referred to as the multigrid method, cycles between different levels of discretization (grids) to efficiently reduce the error in the solution on all scales. Relaxation is employed as a smoother to reduce the high-wavenumber errors on each grid, and the added cost of the additional grids is small because they contain relatively few points.

The purpose of this paper is to show how the multigrid approach can be used to solve (1.1) efficiently. In section 2 we present the discretized form of (1.1) on which our subsequent numerical methods are based and formulate two standard methods for its solution. In section 3 the basic multigrid concepts are applied to construct a standard multigrid scheme for solving (1.1). In section 4 we compare the efficiencies of three numerical schemes (Gauss-Seidel, successive-over-relaxation and multigrid) for a particular test case. For this comparison, the outer boundary condition is approximated by a wall at finite radius which leads to significant differences between the numerical and analytical solutions. In section 5 we show how this problem can be overcome in an efficient and natural way using the multigrid method in conjunction with local mesh refinement. Our conclusions are summarized in section 6.

2. Standard solution methods

To compare the efficiency of a multigrid method against more conventional methods, we now formulate two standard solution methods for (1.1) on the domain \( \Omega = [0, \hat{R}] \times [0, \hat{Z}] \). Introducing the grid

\[
\Omega_{\Delta R, \Delta Z} = \{(R_j, Z_k) = (j\Delta R, k\Delta Z) \mid 0 \leq j \leq J, 0 \leq k \leq K\},
\]

where \( \Delta R = \hat{R}/J \) and \( \Delta Z = \hat{Z}/K \), we let \( \Psi_{j,k} \) denote the discrete approximation to \( \Psi \) at the gridpoint \((R_j, Z_k)\). The numerical methods in this paper are all based on the usual second-order centered difference approximation

\[
a_{j-1/2,k} \Psi_{j-1,k} - (a_{j-1/2,k} + a_{j+1/2,k}) \Psi_{j,k} + a_{j+1/2,k} \Psi_{j+1,k} + b_{j,k-1/2} \Psi_{j,k-1} - (b_{j,k-1/2} + b_{j,k+1/2}) \Psi_{j,k} + b_{j,k+1/2} \Psi_{j,k+1} = f_{j,k}
\]

(2.1a)

to (1.1), where

\[
a_{j+1/2,k} = \frac{q_{j+1/2,k}}{R_{j+1/2}(\Delta R)^2},
\]

\[
b_{j,k+1/2} = \frac{s_{j,k+1/2}}{R_j(\Delta Z)^2},
\]

\[
f_{j,k} = \frac{g}{\theta_0 \Delta R} (Q_{j+1/2,k} - Q_{j-1/2,k})
\]

(2.1b)

Equation (2.1a) holds on the interior gridpoints of \( \Omega \), that is, \( (0 < j < J, 0 < k < K) \). The corresponding boundary conditions are

\[
\begin{align*}
    \Psi_{j,k} &= 0, & j &= 0 \text{ and } j &= J, 0 \leq k \leq K \\
    \Psi_{j,k} &= 0, & 0 \leq j \leq J, k &= K \\
    \Psi_{j,k} &= \text{specified}, & 0 \leq j \leq J, k &= 0
\end{align*}
\]

(2.2)

The form of (2.1) preserves the energy constraint of (1.1), that is, the net outward flux of energy at the boundary of the domain equals the net source of energy (integral of the right-hand side over \( \Omega \)). In addition, the matrix associated with (2.1)–(2.2) is symmetric.

The exact solution \( \Psi \) of the discrete equations (2.1)–(2.2) may be obtained in a finite number of operations by Gaussian elimination. However, the operation count \( O(JK^3) \) for factorization and \( O(JK^3) \) for solution and storage required \( [O(JK^3)] \) may be prohibitively expensive. Thus, one usually turns to indirect (iterative) methods, which generate a sequence of approximations \( \tilde{\Psi} \) that converge to \( \Psi \). These methods generally require only \( O(JK) \) storage locations and have the added advantage of being self-correcting, so that any round-off errors generated are reduced automatically in the iteration process.

A simple iterative method is Gauss-Seidel (GS) or successive relaxation. In this method the values \( \tilde{\Psi}_{j,k} \) of an approximation \( \Psi \) are modified point by point in lexicographic order to obtain a new approximation \( \tilde{\Psi}^{\text{new}} \). The modification introduced at a point is such that the discrete equation is satisfied exactly at that point; thus \( \tilde{\Psi}^{\text{new}} \) is defined by

\[
a_{j-1/2,k} \tilde{\Psi}_{j-1,k}^{\text{new}} - (a_{j-1/2,k} + a_{j+1/2,k}) \tilde{\Psi}_{j,k}^{\text{new}} + a_{j+1/2,k} \tilde{\Psi}_{j+1,k}^{\text{new}} + b_{j,k-1/2} \tilde{\Psi}_{j,k-1}^{\text{new}} - (b_{j,k-1/2} + b_{j,k+1/2}) \tilde{\Psi}_{j,k}^{\text{new}} + b_{j,k+1/2} \tilde{\Psi}_{j,k+1}^{\text{new}} = f_{j,k}
\]

(2.3)

where the new approximation \( \tilde{\Psi}^{\text{new}} \) is used at the points \((j-1, k)\) and \((j, k-1)\) due to the lexicographic ordering. It is convenient to write (2.3) as

\[
\tilde{\Psi}_{j,k}^{\text{new}} = \tilde{\Psi}_{j,k} - \frac{r_{j,k}}{d_{j,k}}
\]

(2.4)

where, from this point on, \( r \) denotes the residual

\[
r_{j,k} = f_{j,k} - [a_{j-1/2,k} \tilde{\Psi}_{j-1,k}^{\text{new}} - (a_{j-1/2,k} + a_{j+1/2,k}) \tilde{\Psi}_{j,k}^{\text{new}} + a_{j+1/2,k} \tilde{\Psi}_{j+1,k}^{\text{new}} + b_{j,k-1/2} \tilde{\Psi}_{j,k-1}^{\text{new}} - (b_{j,k-1/2} + b_{j,k+1/2}) \tilde{\Psi}_{j,k}^{\text{new}} + b_{j,k+1/2} \tilde{\Psi}_{j,k+1}^{\text{new}}]
\]

(2.5)

and \( d_{j,k} = a_{j+1/2,k} + a_{j-1/2,k} + b_{j+1/2,k} + b_{j-1/2,k} \). In this form the convergence rate may be improved by scaling the correction \( r_{j,k}/d_{j,k} \) in (2.4) by a relaxation parameter \((1 + \omega)\). This leads to the successive-over-relaxation (SOR) method defined by (2.5) and
\[ \tilde{\Psi}^{\text{new}}_{j,k} = \tilde{\Psi}_{j,k} - (1 + \omega) \frac{r_{j,k}}{d_{j,k}}, \]  
which reduces to the Gauss-Seidel method when \( \omega = 0 \).

3. A standard multigrid scheme

In this section we present the details of a standard multigrid scheme, subsequently referred to as SMG, for solving (2.1a)–(2.2). We define the coextensive grids

\[ \Omega_i = \{ (r^{(l)}_j, z^{(l)}_k) : r^{(l)}_j = j \Delta R_l, j = 0, \cdots, J_l \}, \]
\[ z^{(l)}_k = k \Delta Z_l, k = 0, \cdots, K_l \],

\[ l = 1, \cdots, M \]  
where \( \Delta R_l = \tilde{R}/J_l \) and \( \Delta Z_l = \tilde{Z}/K_l \). It is convenient to use the standard mesh ratio \( \frac{\Delta R}{\Delta Z} \), i.e., \( \Delta R_l = \frac{1}{2} \Delta R_{l-1} \) and \( \Delta Z_l = \frac{1}{2} \Delta Z_{l-1} \); then \( \Omega_1 \subset \Omega_2 \subset \cdots \Omega_M \). We will often refer to these grids as levels, with the highest level denoting the finest grid \( \Omega_M \) and the lowest level denoting the coarsest grid \( \Omega_1 \).

Associated with each grid is a discrete problem

\[ L' \tilde{\Psi}^{l} = f^{l}, \]  
where \( L' \) is the difference operator representing the left-hand side of (2.1a) for mesh spacing \( \Delta R_l \) and \( \Delta Z_l \). The difference operators on the coarse grids are computed using (2.1b) directly on each level. (In problems where the solution exhibits strong discontinuities, the coarse-grid operators should be constructed from the fine-grid operator as discussed by Alcouffe et al. (1981)). In the multigrid approach, (3.2) is relaxed on a fine grid until the error in the approximate solution \( \tilde{\Psi} \) is smooth; the problem is then transferred to a coarser grid where the residual problem (Brandt, 1984) is solved to correct the fine-grid approximation.

In the remainder of this section we describe the following key elements of the multigrid method on the grid structure described above: the relaxation scheme used to smooth the error on a given level, the grid transfers used to carry information from one level to another, and the control algorithm which determines when to switch from one level to another.

a. Relaxation scheme for interior points

In a multigrid scheme the role of relaxation is to smooth the error, i.e., to reduce its high-wavenumber components. The proper choice of a smoother is critical to the success of a multigrid scheme. Fortunately, the performance of a smoother can be predicted by local mode analysis (Brandt, 1982) before it is incorporated in a multigrid context, enabling us to optimize our procedures and debug our code. In this analysis the error in the solution is expanded in a Fourier series allowing us to compute the factor \( \mu \) by which the error in each Fourier component is reduced. Since low wavenumbers on a given grid are represented as higher wavenumbers on a coarser grid, \( \mu \) need only be small for high wavenumbers. Thus we are interested in obtaining a suitable smoothing factor \( \mu \), where this factor is the largest \( \mu \) over the high wavenumbers (i.e., the modes not visible on coarser grids).

When \( a = b \) in (2.1a), local mode analysis gives the smoothing factor \( \mu = \frac{1}{2} \) for Gauss-Seidel relaxation with lexicographic ordering, which is quite satisfactory (Brandt, 1977). However in the anisotropic case (i.e., where \( a \) and \( b \) differ), the smoothing rate for Gauss-Seidel degrades significantly. For example, in the case of a strong vortex analyzed by Schubert and Hack (1983), the ratio of \( b/a \) in (2.1a) varied by a factor of \( \sim 100 \), resulting in \( \mu = 0.98 \) for Gauss-Seidel relaxation. In such cases, that is where \( b/a \) is quite large or quite small, line relaxation provides efficient smoothing. For example, when \( b/a \gg 1 \) in (2.1a) Z-line relaxation is appropriate; in Z-line relaxation the values along a line of points in the Z-direction (constant \( R_l \)) are replaced by new values which simultaneously satisfy all the equations on that line. Thus, Z-line relaxation is defined by

\[ b_{j,k-1/2} \tilde{\Psi}^{\text{new}}_{j,k-1} - d_{j,k} \tilde{\Psi}^{\text{new}}_{j,k} + b_{j,k+1/2} \tilde{\Psi}^{\text{new}}_{j,k+1} = f_{j,k} - [a_{j-1/2,k} \tilde{\Psi}^{\text{new}}_{j-1,k} + a_{j+1/2,k} \tilde{\Psi}^{\text{new}}_{j+1,k} ] \]  

where we assume the lines to be taken in lexicographic order and the notation is the same as in (2.3). Each line to be solved for results in a tridiagonal and diagonally dominant system of equations, which is easy and efficient to solve. Z-line relaxation results in \( \mu = 0.45 \) for any \( b/a \gg 1 \). However, in regions where \( b/a \rightarrow 0 \) the smoothing rate degrades significantly, and R-line relaxation, defined analogously but for constant \( Z_k \), is more suitable. Following one sweep of R-line relaxation with a sweep of Z-line relaxation results in alternating direction line relaxation (ADLR), which has the smoothing rate \( \mu = 0.45 \) for any \( b/a \). Such a scheme is needed for our purposes due to the spatial variation of \( b/a \) in a vortex of hurricane intensity as mentioned earlier.

Although line relaxation as presented above is not directly vectorizable, by changing the order in which lines are relaxed one obtains a vectorizable algorithm known as Zebra relaxation. One sweep of Zebra relaxation consists of the following two stages: In the first stage the tridiagonal systems for all white (even) lines are solved simultaneously with new values of the unknown replacing the old ones; then using these updated values, the same procedure is repeated for all the black (odd) lines. Each stage involves solving a set of tridiagonal systems; since they are decoupled they can be solved in parallel. For problems, such as ours, where \( b/a \) is large in some regions and small in others, alternating direction Zebra (ADZ) is appropriate. In the SMG scheme, one sweep of ADZ relaxation is implemented as the following four steps:
1) R-line relaxation for all even \( k \) simultaneously,
2) R-line relaxation for all odd \( k \) simultaneously,
3) Z-line relaxation for all even \( j \) simultaneously,
4) Z-line relaxation for all odd \( j \) simultaneously.

In contrast to schemes with standard ordering, the local mode analysis for ADZ relaxation is more complicated in that several modes are coupled by this scheme (Stüben and Trottenberg, 1982). We consider here two theoretical estimates of the performance of ADZ relaxation for the discrete problem (2.1a) with constant (frozen) coefficients. These estimates were obtained as described in Brandt (1982). The first and simplest measure of multigrid efficiency is the smoothing factor \( \tilde{\mu} \), which is the error reduction due solely to the relaxation scheme; the second predictor, which considers the effects of grid transfers as well, is the two-level convergence factor. In Fig. 1 these predictors of efficiency show that ADZ relaxation is robust (relatively insensitive to changes in the coefficients \( a \) and \( b \)) and efficient (\( \tilde{\mu} < 0.23 \) for any ratio \( b/a \)). The third curve in this figure represents asymptotic convergence factors obtained numerically by solving (2.1)–(2.2) with the SMG scheme. The details of the numerical results are discussed in section 4.

b. Grid transfers

Multigrid methods require frequent switching between grid levels to maintain the efficiency of relaxation. This switching is accomplished by the fine-to-coarse transfer of the residual \( r^f = f^f - L^k \hat{\varphi}^f \) and the coarse-to-fine interpolation of the coarse-grid correction. For the SMG scheme we use bilinear interpolation for the coarse-to-fine transfer.

After one sweep of ADZ relaxation the resulting residual field contains a large high-frequency component, since the residual is zero on every other line due to the order of relaxation. Therefore, to transfer a representative value of the residual to the coarse grid, one must select a transfer operator which uses all available information in the fine grid residual field. Full residual weighting (Brandt, 1984) accomplishes this task. Since we know a priori that residuals on lines for \( j \) odd are zero after an ADZ relaxation sweep, full residual weighting in this case at the point \((j, k)\) reduces to

\[
r^f_{jk} = \frac{1}{4} r^f_{2j,2k} + \frac{1}{8} (r^f_{2j,2k-1} + r^f_{2j,2k+1}).
\]

(3.4)

c. Control algorithm

The final element needed to carry out multigrid processing is a cycling algorithm which controls when to switch from one level to another. For the SMG scheme we have chosen to use an accommodative algorithm referred to as CYCLE C (Brandt, 1977). In contrast to fixed algorithms, which switch levels after a preassigned number of relaxation sweeps (e.g., V-cycle or W-cycle), the accommodative CYCLE C algorithm switches grids using internal checks based on the relative magnitude of the residuals. The CYCLE C algorithm was used in a correction scheme mode, in which a coarse grid variable stores a correction to the finer grid approximation. With Dirichlet boundary conditions, such as (2.2), relaxation is performed only on the interior points; in the correction scheme this means using specified values on the boundaries of the finest grid and zeros along the boundaries of the coarser grids where no correction is needed.

4. Test case and numerical results

In this section we apply three numerical methods (Gauss-Seidel, successive-over-relaxation, and the multigrid scheme SMG) to obtain the solution of (2.1)–(2.2) for a particular test case, and examine the results and efficiencies in detail.

a. Test case

We consider a test case on the domain \( \Omega = [0, \bar{R}] \times [0, \bar{Z}] \), where \( \bar{R} = 960 \) km and \( \bar{Z} = 16 \) km. In order to have an analytic solution to (1.1) against which we can compare our numerical results, we consider a physical situation in which an inviscid, resting atmosphere is heated. Under such conditions the potential radius \( \bar{R} \) equals the actual radius and \( q \) and \( s \) in (1.1) are constants given by \( 2.3 \times 10^{-3} \) m\(^3\) s\(^{-2}\) kg\(^{-1}\) and 1.3
\[ \psi^*(R, Z) = \psi_0 \alpha Re^{-\alpha R} \sin \left( \frac{\pi Z}{\overline{Z}} \right), \] (4.1)

where \( \psi_0 = \frac{g Q_0}{\alpha \vartheta_0} \), \( \vartheta_0 = 300^\circ K \) and \( g = 9.81 \) m s\(^{-2}\). Here \( Q_0 \) (1.5 \( \times \) 10\(^{-10}\) K s\(^{-1}\)) and \( \alpha (1.6 \times 10^{-6} \) m\(^{-1}\)) are parameters which specify the magnitude and e-folding distance of the solution (\( \psi^* \)), respectively. From the field \( R \psi^* \) (Fig. 2) one can define the components of the transverse circulation as follows

\[ (u^*, w^*) = \left\{ -\frac{1}{\rho} \frac{\partial \psi^*}{\partial Z}, \frac{1}{\rho} \frac{\partial R \psi^*}{\partial R} \right\}, \] (4.2)

where for simplicity we assume the pseudo-density is a constant given by \( \rho = 1.1 \) kg m\(^{-3}\). The analytical \( u^* \) and \( w^* \) fields associated with (4.1) are shown in Figs. 3 and 4, respectively. Using (4.1) in (1.1) we obtain the forcing

\[ Q(R, Z) = Q_0 e^{-\alpha R} \left[ \alpha^{-1} (\lambda^2 - \alpha^2) (\alpha^{-1} + R) + 3 \right] \sin \left( \frac{\pi Z}{\overline{Z}} \right), \] (4.3)

where

\[ \lambda = \sqrt{\frac{s}{g}} \frac{1}{\rho} \] is the inverse of the generalized Rossby radius. Knowing \( Q \) and \( w^* \), we can compute the local warming \( (\partial \theta / \partial T) \) from the thermodynamic equation

\[ \frac{\partial \theta}{\partial T} = Q - \frac{\vartheta_0}{g} \rho q w^* . \] (4.4)

This equation shows that the local warming is the difference between the specified heating and the adiabatic cooling associated with the forced secondary circulation; the local warming field is of primary interest to us since its spatial distribution is critical to intensity changes in the vortex. The warming field derived analytically by using (4.2) and (4.3) in (4.4) is shown in Fig. 5. From thermal wind balance the distribution in this warming field results in cyclonic wind tendencies at lower levels and anticyclonic tendencies above the level of maximum warming. Further details on how the warming fields and corresponding wind tendencies change as the vortex evolves are given in Schubert and Hack (1982).

b. Results and efficiencies of numerical schemes

We consider the numerical solution of (2.1)–(2.2) over the discretized version of \( \Omega \), where \( \Delta R = 10 \) km and \( \Delta Z = 250 \) m resulting in a grid of \( J = 97 \) by \( K = 65 \) points. For the SOR results presented in this section we used an optimal relaxation parameter \( \omega = 0.93 \). This value was determined by trial and error; in a prognostic model optimizing \( \omega \) repeatedly as the coefficients \( a \) and \( b \) change would be expensive.

Figure 6 shows the scaled discrete \( L^2 \) norm

\[ ||r|| = \left( \sum_{j,k} (r_{j,k})^2 \Delta R \Delta Z \right)^{1/2} \] (4.5)

of the residual \( r \) as a function of execution time for the three numerical schemes. Included in this execution time is the computation of the residuals which were
obtained dynamically (i.e., during the course of the relaxation sweep). In this figure the values plotted along the SOR and GS curves represent the number of relaxation sweeps; the values along the SMG curve are work units where a work unit is defined as the computational work of one ADZ sweep on the finest grid. The truncation error $\tau$, defined as the residual which results from inserting the true continuous solution $R\Psi^*$ in the discrete equations (2.1)–(2.2), is $\sim 10^{-8}$ m s$^{-3}$ for the test case. To solve the discrete problem to the level of truncation error, SMG required $\sim 4$ work units or 0.033 seconds of execution time on a CRAY 1 computer. In contrast the SOR scheme took 100 relaxation sweeps (0.85 seconds) to achieve this same level of accuracy, and the GS scheme required 2200 relaxation sweeps (19 seconds). Thus, in solving the test case to the level of truncation error the SMG scheme was 26 times faster than SOR and 575 times faster than GS. The curve associated with SMG becomes horizontal after 19.9 work units indicating that the solution has reached machine accuracy.

If we were solely interested in the solution $\Psi$, solving (2.1)–(2.2) to its truncation error $\tau$ would be adequate. However the warming field is often a small difference between two large terms in (4.4): $\Psi$ and a term involving $w^*$ which is a derivative of the $\Psi$ field. Errors in either of these terms are magnified in the warming field. Thus to maintain a reasonable hope for computing the warming field to the level of accuracy of its truncation error, the $\Psi$ field, in practice, is solved to several orders of magnitude below $\tau$ and $w^*$ is computed with fourth-order finite differences.

A further comparison of the efficiencies of the SMG and SOR schemes is presented in Table 1, where the execution time per grid point is listed for several cases with different grid resolutions. These results were computed by solving (2.1)–(2.2) for the test case to a tolerance of $10^{-8}$ in the $l_2$ norm of the residual. The ex-

---

**Fig. 5.** Analytical warming field $\partial\theta/\partial T$ (K d$^{-1}$) with contour interval 0.02 K d$^{-1}$.

**Fig. 6.** Scaled discrete $l_2$ norm of the residual $r$ (m s$^{-3}$) as a function of CRAY 1 execution time in seconds for three different numerical schemes: Gauss-Seidel (GS), optimal successive-over-relaxation (SOR), and the standard multigrid scheme (SMG). Values labeled along the GS and SOR curves represent the number of relaxation sweeps; values along the SMG curve are work units, where a work unit is defined as the computational work of one ADZ sweep on the finest grid.
Table 1. Efficiencies for the SOR and SMG schemes in terms of CRAY1 execution time (in sec) per grid point for five cases with different resolutions. The last column gives the ratio of the execution times for the two schemes.

<table>
<thead>
<tr>
<th>Number of grid points</th>
<th>Grid resolution (km)</th>
<th>Number of grid levels in SMG</th>
<th>Execution time per grid point</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_M$</td>
<td>$K_M$</td>
<td>$J_M \times K_M$</td>
<td>$\Delta R_M$</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>289</td>
<td>60.0</td>
</tr>
<tr>
<td>33</td>
<td>33</td>
<td>1089</td>
<td>30.0</td>
</tr>
<tr>
<td>65</td>
<td>65</td>
<td>4225</td>
<td>15.0</td>
</tr>
<tr>
<td>97</td>
<td>65</td>
<td>6305</td>
<td>10.0</td>
</tr>
<tr>
<td>129</td>
<td>65</td>
<td>8450</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Execution time per grid point for SOR increases as the grid resolution increases, consistent with the theoretical asymptotic convergence rate, $1 - O(h)$, for SOR where $h$ represents the mesh spacing. On the other hand, as the resolution increases in the SMG runs, the execution time per grid point decreases. Since multigridding smoothing rates are independent of grid resolution (Brandt, 1977), this behavior reflects the efficiency of vectorization as a function of vector length. The overhead, that is, the time required for setting up the problem, was 2% more in the case of the SMG runs reported in Table 1 in comparison to the SOR runs; this additional expense of the SMG scheme resulted from computing the coefficients ($a$ and $b$) of (2.1a) and performing an LU decomposition of the tridiagonal systems on each grid level.

The asymptotic convergence rate computed (over a V-cycle) for the SMG solution of the test case was 0.28. This rate is considerably larger than predicted by the theoretical convergence factor in Fig. 1 at the corresponding ratio of $b/a$ for the test case, in which $\log(b/a) = 4.75$. This discrepancy can be understood by realizing that the coefficients $a$ and $b$ in the test case are functions of $R$, whereas the theoretical results were computed by assuming constant coefficients. In cases with slowly varying coefficients (such as the test case) local mode analysis is still valid on the finer grids where coefficients are locally constant; however, on coarser grids the changes in the coefficients are more abrupt, invalidating a basic assumption in the local mode analysis. On the other hand, the numerical results in Fig. 1, which were computed with $a$ and $b$ constant, closely match the theoretical convergence rates. At ratios of $b/a$ where the numerical results differ from the theoretical estimates, the two curves can be brought into agreement by using W-cycles, which solve the problem more accurately on the coarser grids; the theoretical estimates assume the problem was solved exactly on a coarse grid. The asymmetry in the numerical results in Fig. 1 reflects the order of the ADZ relaxation; first Zebra relaxation is done along Z-lines, then along R-lines. Switching this order of relaxation causes the asymmetry to reverse itself about $\log(b/a) = 0$.

Figures 7–10 present the numerically computed solution fields for comparison with their analytical counterparts in Figs. 2–5. Inspection of these fields reveals a poor numerical simulation which one would expect from using a wall (i.e., $\Psi = 0$) at a finite radius as an outer boundary condition. This condition acts to suppress the forced secondary circulation and to concentrate the warming within the finite radius specified by the wall; this effect is seen in the numerical warming field (Fig. 10) which shows significantly more warming than in the analytical case (Fig. 5).

5. Multigrid with local refinement

To improve the numerical solution shown in Figs. 7–10, let us consider the following changes in how the outer boundary condition is imposed. First, we could apply a more realistic boundary condition such as that discussed by Schubert and Hack (1983), who simulate an infinite domain by applying (at $R \sim 1000$ km) a condition derived from the analytical far-field solution of (1.1). This method appears quite acceptable, although it is complicated in the sense of being nonlocal, i.e., it must be applied mode-by-mode in the vertical. Thus, it requires the solution of an associated (discretized) vertical structure problem and repeated projections onto the resulting basis functions. A second al-

![Fig. 7. Streamfunction $R\Psi$ (10^6 kg s^{-1}) computed numerically with the SMG scheme with contour interval 40 x 10^6 kg s^{-1}.](image-url)
alternative is based on the fact that solutions of (1.1) become smoother as $R$ increases. Thus, the lateral boundary can be moved far enough out such that $\Psi = 0$ is a realistic assumption, while the grid is coarsened in the outer regions so that not much additional computational work is required. In this approach we still make use of the analytical far-field solution, but only as a rough guide to the rate at which the grid is coarsened as $R$ increases.

a. Far field solution and radial extent of various grids

To examine the far-field solution of (1.1), let us consider $R$ large enough ($R > \bar{R}$, say) such that

$$pq \rightarrow \frac{g}{\Theta_0} \frac{\partial \theta}{\partial Z} = N^2, \quad \rho_s \rightarrow f^2,$$

and $\partial Q/\partial R \rightarrow 0$. In addition, if we make the Boussinesq approximation and assume $N$ is a constant, the far-field equation becomes

$$\frac{\partial}{\partial R} \left( \frac{\partial \Psi^*}{\partial R} R \partial R \right) + \frac{f^2}{N^2} \frac{\partial^2 \Psi^*}{\partial Z^2} = 0 \quad \text{for} \quad R > \bar{R}.$$  \hspace{1cm} (5.1)

For the frictionless case the solution of (5.1) is

$$\Psi^*(R, Z) = \sum_{n=1}^{\infty} A_n K_0(\lambda_n R) \sin \left( \frac{n\pi Z}{Z} \right)$$  \hspace{1cm} (5.2)

where $\lambda_n = f/c_n$, $c_n = N Z/n\pi$ and $K_1$ is a modified Bessel function of the first order. The coefficients $A_n$ are determined by the details of the solution in the inner region ($R < \bar{R}$). For the present purpose the crucial feature of (5.2) is that the various modes decay with radius at different rates. This is illustrated by the characteristic decay scales, $\lambda_n^{-1}$, given in the third column of Table 2, where the higher vertical modes decay faster with $R$.

Suppose that a single mode $n$ is excited and that the lateral boundary $\bar{R}$ of our finite difference grid is placed far enough away so that the solution decays to about 10% or less of its value at $R = \bar{R}$. Then $\bar{R}$ must satisfy

$$\frac{K_1(\lambda_n \bar{R})}{K_1(\lambda_n \bar{R})} \leq 0.1.$$  \hspace{1cm} (5.3)

Convenient values of $\bar{R}$ satisfying (5.3) for different $n$ with $\bar{R} = 800 \text{ km}$ are given in the last column of Table 2. If, in addition to the internal modes ($n > 0$), an

\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline
\textbf{n} & \textbf{$c_n = N Z/n\pi$ (m s$^{-1}$)} & \textbf{$\lambda_n^{-1}$} & \textbf{$\bar{R}$ (km)} \\
\hline
1 & 61.12 & 1220 & 2880 \\
2 & 30.56 & 611 & 1920 \\
4 & 15.48 & 306 & 1440 \\
8 & 7.64 & 153 & 1160 \\
16 & 3.82 & 77 & 960 \\
\hline
\end{tabular}
\caption{Characteristics of the vertical modes in (5.2): $c_n$ is the phase speed, $\lambda_n^{-1}$ the characteristic decay scale, and $\bar{R}$ a convenient radius at which the solution has decayed to less than 10% of its value at $R = \bar{R}$.}
\end{table}
TABLE 3. Grid domains and resolutions required to adequately resolve vertical modes in Eq. (5.2).

<table>
<thead>
<tr>
<th>Grid level</th>
<th>Vertical mode resolved (n)</th>
<th>Number of grid points</th>
<th>Resolution (km)</th>
<th>Extent of domain (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>16 3 48</td>
<td>320 8 4000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>19 5 95</td>
<td>14400</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>25 9 225</td>
<td>14400</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>37 17 629</td>
<td>14400</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>51 33 1683</td>
<td>1160</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>97 65 6305</td>
<td>960</td>
<td></td>
</tr>
</tbody>
</table>

A grid constructed in this manner would provide adequate resolution where it is needed without an excess of additional grid points. In fact, for the case considered here the number of points exterior to $G_6$ (i.e., the region of finest resolution) is $9\%$ of the number interior to $G_6$; this compares to a $405\%$ increase if a grid with the uniform resolution of $G_6$ was used out to 4800 km.

Computing with standard finite differences on a grid with nonuniform mesh spacing is an awkward procedure. An advantage of the multigrid method is that it allows nonuniformity to be organized through the use of uniform grids on various levels of discretization, but with each of these uniform grids extending over different domains. In the discussion that follows we demonstrate how the concepts of multigrid and local mesh refinement can be merged in an efficient and natural way to obtain a numerical scheme which accommodates nonuniform resolution.

b. Local refinement

We now present an alternative to the SMG scheme, which will subsequently be referred to as LRMG (i.e., local refinement with multigrid). The multigrid approach with local refinement involves relaxing (2.1)–(2.2) on a certain grid $G_i$ which has uniform resolution. If convergence is slow on that grid, the problem is switched to a coarser but noncoextensive grid $G_{i-1}$ having different but uniform resolution. On the other hand, if the solution has converged on $G_i$, the problem is transferred to a finer grid $G_{i+1}$ where the outer boundary values are obtained naturally by interpolating from the coarser grid. This process is repeated until the solution has converged to a specified tolerance on the finest grid level. Such a scheme is computationally convenient in that each grid has uniform resolution. Since finer grids are introduced only where needed, this approach solves the problem with the usual multigrid efficiency.

The grid structure chosen for the LRMG scheme is summarized in Table 3. Due to the noncoextensive structure of these grids, the parts of the domain on a coarse grid not covered by a finer grid must certainly carry the full solution. This is accomplished by using the Full Approximation Scheme (FAS), in which the
full current approximation is stored on each grid level (as opposed to the Correction Scheme, where a coarse grid stores a correction to the finer grid approximation). Details of the FAS mode of multigrid processing are given in Fulton et al. (1986).

For the LRMG scheme we have chosen to use Full Multigrid (FMG) as the control algorithm. The FMG algorithm, unlike cycling algorithms, works itself from the coarsest level \( l = 1 \) to the finest level \( l = M \). In this manner a good first approximation is achieved on each grid in turn with minimal expense. Figure 12 shows a flowchart of the accommodative FAS-FMG algorithm used in LRMG. In this flowchart \( m \) denotes the current finest level, that is, the finest level for which an approximate solution \( \bar{\Psi} \) has already been computed; \( l \) refers to the current working level. The difference operator \( L' \) as well as the right hand side \( f' \) are computed using (2.1b) directly on each level. As in the SMG scheme, we again choose ADZ as the relaxation scheme for our current application. However, in contrast to the SMG scheme, the values inserted along the outer boundaries of the finer grids \( l > 1 \) represent approximate solutions interpolated from coarser grids. When transferring the problem to a coarser grid, the FMG algorithm generates a new right hand side \( F' \), at coarse grid points which are interior to the finer grid. The transfer operators are denoted in Fig. 12 as follows: \( I_{s+1}^{m} \) (full weighting of residuals), \( I_{s+1}^{m} \) (injection), \( I_{s-1}^{m} \) (bilinear interpolation) and \( I_{s-1}^{m-1} \) (bicubic interpolation). A detailed explanation of the steps in this FMG algorithm is given in Brandt (1979).

An advantage of the FMG algorithm in Fig. 12 is that on each grid level \( m > 1 \) it generates an appropriate convergence tolerance \( \epsilon_{m} \). Setting the parameter \( \gamma = 1 \) makes \( \epsilon_{m} \) an approximation to the truncation error; setting \( \gamma < 1 \) allows us to solve below truncation error, as discussed in section 4b. For problems where the truncation error is not known in advance this feature is very useful. When (2.1)–(2.2) was solved for the test case described in section 4 with the LRMG scheme, the computed approximate truncation error on the finest grid \( (\epsilon_{M}) \) was \( 7.4 \times 10^{-9} \text{ m s}^{-3} \) whereas the actual truncation error (\( \tau \)) was \( 2.1 \times 10^{-8} \text{ m s}^{-3} \).

c. Results from the LRMG scheme

We now apply the LRMG scheme to solve (2.1)–(2.2) for the test case described in section 4. For the results to be presented the parameters in the FMG algorithm were set as follows: \( \delta = 0.3, \gamma = 1.0, \) and \( \eta = -1.0 \). By specifying \( \eta \) to be negative we ignore the test for fast convergence which avoids a second (and in our case, unnecessary) relaxation sweep; one ADZ sweep substantially reduces the error in high-wave-number modes, and further relaxation on the same level will reduce the remaining low-wave-number modes very slowly.

Using the LRMG scheme, the test case was solved to the tolerance \( \epsilon_{M} \) in 3.25 work units (0.053 seconds). In spite of the added complexity of the LRMG scheme, its computational efficiency is comparable to that of the simpler SMG scheme. Moreover, the solution fields of \( \Psi, u^* \) and \( w^* \) computed from the LRMG scheme are virtually indistinguishable from the corresponding analytical solutions (Figs. 2–4) and thus are not shown here. A comparison of the computed warming field (Fig. 13) and its analytical counterpart (Fig. 5) reveals a slight amplitude error in the numerical field inside 200 km, and a notable disparity near the boundary \( R = 0 \). The former error can be reduced by solving the problem to a smaller tolerance (i.e., by setting \( \gamma < 1 \)). The latter error is the result of less accurate finite differences for \( w^* \) at the \( j = 0 \) and 1 points; these inaccuracies in \( w^* \), although slight, are then magnified in the warming field.

In the test case solved above, the coefficients \( q \) and \( s \) were constant. We have also used the LRMG scheme to solve other problems which are more realistic. For example, in the case mentioned in section 3a where \( s/q \) in (1.1) varied by a factor of 100, LRMG solved the problem to the tolerance \( \epsilon_{M} (1.2 \times 10^{-9} \text{ m s}^{-3}) \) in 5 work units (0.067 seconds). From our experience, LRMG in a prognostic mode will solve (1.1) to the approximate truncation error \( \epsilon_{M} \) in 6 work units or less for any ratio of \( s/q \) that occurs as the vortex evolves.

6. Concluding remarks

The multigrid schemes described in this paper were designed to handle the specific features of (1.1), namely its anisotropy and the unbounded domain. These schemes proved considerably more efficient than the
Fig. 13. Warming field \( \partial \theta / \partial T \) (K d\(^{-1}\)) with contour interval 0.02 K d\(^{-1}\) obtained using (4.3) and the streamfunction field computed via the LRMG scheme.

SOR method. In solving (1.1) diagnostically, efficiency is not a practical concern; however in a prognostic mode this equation must be solved on the order of 1000 times during a typical numerical simulation of a tropical cyclone. In such cases efficiency is more crucial (especially with high resolution), and we recommend that the multigrid approach be given serious consideration.

In designing the multigrid scheme with local refinement, the gross features of the far-field solution were used as a rough guide to construct the grids. Alternately the choice of local refinements can be made totally adaptively, i.e., as required by the numerical solution as it evolves. This method is beyond the scope of the present paper, and the reader is referred to Bai and Brandt (1984) for further discussion.

In this paper the multigrid approach was used to design an efficient solver for an elliptic boundary value problem from tropical cyclone theory. Similar problems with variable coefficients occur in other areas of meteorology such as quasi-geostrophic, semi-geostrophic and nonlinear balance theory. We believe the multigrid approach has great potential for solving these problems efficiently, and we encourage others to try multigrid methods in such cases.
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