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ABSTRACT

The intertropical convergence zone (ITCZ) is one of the most striking features of Earth’s climate system, often forming a narrow band of convection over many oceanic regions, especially in eastern ocean basins. It is not well understood why the ITCZ is so thin; however, a recent study highlighted that classical Ekman balance is not obeyed near the equator and nonlinear horizontal wind advection can localize ITCZ boundary layer vertical motion so that it becomes very narrow and intense. In this study, we use a similar model but with more realistic forcings from the Year of Tropical Convection (YOTC) reanalysis, focusing on the eastern Pacific Ocean ITCZ. The model is a zonally symmetric, slab (subcloud) boundary layer numerical model on the sphere, which can be considered the simplest “dry” model of the ITCZ. Due to the slab model's simplicity, simulations are conducted at a range of resolutions, from 1° to 1 km. The slab model dynamical fields are in general agreement with the YOTC dynamical fields and precipitation estimates from the Tropical Rainfall Measuring Mission for one summer and two spring ITCZ cases. We find that Ekman balance is indeed violated within 10°–15° of the equator and nonlinear horizontal wind advection is crucial to understanding the preferential location, width, and intensity of the eastern Pacific ITCZ. Additionally, it appears that these boundary layer processes involved in ITCZ intensification and narrowing are dependent on model resolution such that present-day general circulation models likely cannot sufficiently resolve them.

1. Introduction

The intertropical convergence zone (ITCZ) is an east–west-oriented convective belt that wraps nearly around the tropics and produces some of Earth’s most intense precipitation. It is a main player in the global hydrologic cycle in addition to being coupled to the Hadley circulation. The ITCZ does not strictly follow the seasonal cycle of maximum insolation, particularly over the ocean; it varies considerably as a function of ocean basin and season due to many complex processes, making it difficult to formulate a comprehensive theory answering fundamental questions, such as, “Why is the ITCZ never observed poleward of 30°?” Also, “Why is the ITCZ narrow in eastern ocean basins?” Modeling the ITCZ with sufficient accuracy has proven to be difficult for current-day general circulation models (GCMs) (Stanfield et al. 2016), particularly in the eastern Pacific Ocean, where GCMs tend to oversimulate a double ITCZ (Mechoso et al. 1995; Lin 2007; Zhang et al. 2015).

Over the eastern Pacific, a single ITCZ is frequently located in the Northern Hemisphere, as shown in Fig. 1, a GOES visible–infrared blended image of the Pacific Ocean on 24 November 2010. This image is quite remarkable because the ITCZ forms a well-defined east–west convective line at nearly the same latitude across the entire ocean basin. At the same time, there are mesoscale and synoptic-scale features embedded within the banded convection. It could be said that the ITCZ is a “mesoscale power plant” with a planetary-scale supporting structure in the Hadley circulation, in a similar vein as stated by Ooyama (1997) regarding tropical cyclones. Over the eastern Pacific, the mesoscale power plant is often very localized, and hence the rising branch of the Hadley circulation is narrow (Charney 1969).

The topic of narrow ITCZs was recently explored by Gonzalez et al. (2016) using a slab boundary layer model on...
the equatorial $\beta$ plane. They illustrated the importance of horizontal wind advection in forming narrow regions of boundary layer convergence. When the boundary layer meridional flow is strong, as is often the case in the boundary layer near the ITCZ, the neglect of these advective terms (e.g., as in classical Ekman balance) is not justifiable. With the inclusion of these terms in the boundary layer dynamics, sharp horizontal gradients and sometimes shocklike structures, or near discontinuities, can appear in both the zonal and meridional wind fields, and the relative vorticity and boundary layer convergence can become very narrow, which could explain why convection organizes into well-defined east–west bands such as those observed in Fig. 1. For narrow ITCZs off of the equator, the meridional advection of the meridional velocity is balanced by both the pressure gradient acceleration and the Coriolis effect, which when combined are equivalently the Coriolis effect due to the ageostrophic zonal flow. Thus, for narrow ITCZs, such as those in the eastern ocean basins where the meridional winds are strong enough, horizontal wind advection might play a vital role in the narrowing of the boundary layer vertical velocity.

FIG. 1. NOAA GOES-15 visible–infrared blended image of the Pacific Ocean at 0000 UTC 24 Nov 2010. Note the zonal extent and narrowness of the ITCZ. Courtesy of NASA Goddard Space Flight Center.

The importance of boundary layer horizontal advection in explaining narrow ITCZs over the ocean has been highlighted by the early studies of Janota (1971), Mahrt (1972a,b), Holton (1975), and the more recent work of Waliser and Somerville (1994), Tomas et al. (1999), Sobel and Neelin (2006), and Schneider and Bordoni (2008). There are also numerous ITCZ studies that focus on boundary layer dynamics but do not stress the role of boundary layer horizontal wind advection, such as Lindzen and Nigam (1987), Stevens et al. (2002), Pauluis (2004), Raymond et al. (2006), and Back and Bretherton (2009). While all of these studies have placed a focus on the boundary layer dynamics of the ITCZ, other
recent work has emphasized that variations in ITCZ position can be explained by the atmospheric energy balance (Broccoli et al. 2006; Kang et al. 2008; Schneider et al. 2014; Bischoff and Schneider 2014, 2016; Adam et al. 2016a,b; Schneider 2017). The atmospheric energy balance has also been shown to be quite powerful in explaining how the ITCZ’s width changes in different climates (e.g., Byrne and Schneider 2016a,b). One main idea of energy balance theories is that the ITCZ lies near the “energy flux equator,” where the column-integrated meridional atmospheric energy flux changes sign (Kang et al. 2008). In this framework, the ITCZ shifts equatorward when the cross-equatorial energy flux decreases and it shifts poleward when the cross-equatorial energy flux increases. In addition, Bischoff and Schneider (2014, 2016) and Adam et al. (2016a,b) provide evidence that ITCZ position is inversely proportional to the equatorial net energy input. More specifically, Adam et al. (2016a) illustrate that seasonal variations of the ITCZ are dominated by the cross-equatorial energy flux while interannual ITCZ variations, such as those associated with strong El Niño–Southern Oscillation conditions and double ITCZs, are best described by changes in ocean heat uptake (i.e., equatorial net energy input). To this end, more general theories are emerging that link perturbations of the atmosphere–ocean energy balance to shifts in ITCZ position (Green and Marshall 2017; Schneider 2017; Wei and Bordoni 2018).

This study, similar to Gonzalez et al. (2016), focuses on the dynamics in the subcloud boundary layer, which is a region where dry dynamics can be quite powerful in understanding transient (daily to weekly time scales), nonlinear behavior (e.g., sharp gradients) of the wind fields. We seek to leverage the results of Gonzalez et al. (2016) by using a spherical version of the model in Gonzalez et al. (2016) and forcing it with realistic pressure fields from the YOTC reanalysis that are not symmetric about the equator and not constrained by geostrophic balance. Since we are interested in the ITCZ over the eastern Pacific, understanding the nonlinear dynamics associated with cross-equatorial pressure gradients is of utmost importance. The underlying assumptions of the model are zonal symmetry and a slab, subcloud boundary layer. These assumptions allow for the model to be run at very high spatial resolutions (~1 km) in a matter of minutes, presenting an opportunity to quantify detailed dynamical features near the ITCZ and how they become more impactful as a function of increasing horizontal resolution. Also, we suggest that one potential step to improving climate model representation of the ITCZ is to improve the representation of the nonlinear boundary layer dynamics of the ITCZ and its surrounding region.

The paper is organized in the following way. Section 2 presents the governing set of partial differential equations for the numerical slab boundary layer model on the sphere. Section 3 discusses the numerical simulations and the pressure gradient forcing from the global reanalysis product, the Year of Tropical Convection (YOTC). In sections 4 and 5, we present numerical solutions of the slab boundary layer model forced by the pressure gradient acceleration fields for the months of July 2008, March 2009, and March 2010. Section 6 shows a detailed comparison between the slab model and YOTC at 0.25° resolution. Concluding remarks are made in section 7.

2. Slab boundary layer model

Consider zonally symmetric boundary layer motions of an incompressible fluid on the sphere. The frictional boundary layer is assumed to be a subcloud layer with a constant depth \( h \). The boundary layer zonal and meridional velocities \( u(\phi, t) \) and \( v(\phi, t) \) are independent of height between the top of a thin surface layer and height \( h \) and the vertical velocity at the top of the boundary layer (height \( h \)) is denoted by \( w(\phi, t) \). The governing system of differential equations for the boundary layer variables \( u(\phi, t), v(\phi, t), \) and \( w(\phi, t) \) is

\[
\begin{align*}
\frac{\partial u}{\partial t} + v \frac{\partial u}{\partial \phi} &= \left( 2\Omega \sin \phi + \frac{u \tan \phi}{a} \right) v - c_D \frac{U}{h} \frac{u}{h} + \frac{w}{h} (1 - \alpha)(u - u_{OL}) + K \frac{\partial}{\partial \phi} \left[ \frac{\partial (u \cos \phi)}{a \cos \phi} \right], \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial \phi} &= \left( 2\Omega \sin \phi + \frac{u \tan \phi}{a} \right) u - c_D \frac{U}{h} \frac{v}{h} - \frac{1}{\rho} \frac{\partial p}{\partial \phi} + \frac{w}{h} (1 - \alpha)(v - v_{OL}) + K \frac{\partial}{\partial \phi} \left[ \frac{\partial (v \cos \phi)}{a \cos \phi} \right],
\end{align*}
\]

\[ w = -\frac{h}{a \cos \phi} \frac{\partial (v \cos \phi)}{\partial \phi}, \]

where \( u_{OL} \) and \( v_{OL} \) are the respective zonal and meridional velocities in the overlying layer above the boundary layer,

\[
\alpha = \begin{cases} 
1 & \text{if } w \geq 0, \\
0 & \text{if } w < 0,
\end{cases}
\]

\[ U = 0.78(u^2 + v^2)^{1/2} \]

is the wind speed at 10-m height (Powell et al. 2003). \( \Omega \) and \( a \) are Earth’s rotation rate and radius, and \( K \) is the
constant horizontal diffusivity. The drag factor $c_D U$ is assumed to depend on the 10-m wind speed according to

$$c_D U = 10^{-3}(2.70 + 0.142 U + 0.0764 U^2),$$

where $U$ is the 10-m wind speed (m s$^{-1}$), and where (6) applies for $U \leq 25$ m s$^{-1}$ (Large et al. 1994), which is well within the range of the present application ($U_{\text{max}} = 13$ m s$^{-1}$). The meridional boundary conditions are $u$, $v = 0$ at $\phi = \pm 40^\circ$, and the initial conditions are

$$u(\phi,0) = u_E(\phi) \quad \text{and} \quad v(\phi,0) = v_E(\phi),$$

where $u_E(\phi)$ and $v_E(\phi)$ are Ekman balanced fields derived from the meridional pressure gradient acceleration in (2). For a detailed derivation of the slab boundary layer equations from first principles, such as absolute angular momentum, see appendix A. For a derivation of the classical Ekman theory equations used to compute the initial conditions (7), see appendix B.

The spherical slab boundary layer equations, (1)–(7), are essentially the same as those in Gonzalez et al. (2016), with this model being on the sphere instead of the equatorial $\beta$ plane. As discussed in Gonzalez et al. (2016), the slab boundary layer equations constitute a hyperbolic system that can be written in characteristic form in the absence of the horizontal diffusion terms. A knowledge of the characteristic form is useful in understanding the formation of very sharp horizontal gradients and shocklike structures.

3. Numerical simulation details and pressure gradient forcing

We present numerical simulations of the slab boundary layer model, (1)–(7), forced by the monthly, 85°–150°W, and 950–1000-hPa-averaged geopotential field from the YOTC reanalysis for the three months of July 2008, March 2009, and March 2010. These three months are selected due to their contrasting ITCZ behavior in the eastern Pacific (Figs. 2 and 3).

The eastern Pacific is characterized by a single, off-equatorial ITCZ in the Northern Hemisphere during all months of the year except boreal spring (Waliser and Gautier 1993). During boreal spring there can be a single ITCZ in either hemisphere or one ITCZ in each hemisphere, which is referred to as a double ITCZ (e.g., Waliser and Gautier 1993; Lietzke et al. 2001; Zhang 2001). July 2008 represents the typically observed single ITCZ in the Northern Hemisphere. March 2009 had modest La Niña conditions (Waliser et al. 2012), which are normally associated with a double ITCZ (Lietzke et al. 2001) or a Southern Hemisphere dominant ITCZ.
March 2010 had modest El Niño conditions (Waliser et al. 2012), which are typically associated with a single ITCZ close to the equator (Lietzke et al. 2001; Zhang 2001; Haffke et al. 2016). The numerical model uses centered, second-order spatial finite difference methods on a meridional domain with a uniform grid spacing; each experiment consists of simulations at four resolutions: 0.01° (1.11 km), 0.05° (5.56 km), 0.25° (27.8 km), and 1° (111 km). A third-order strong-stability-preserving Runge–Kutta time differencing scheme (Gottlieb et al. 2001) is used in place of the standard fourth-order Runge–Kutta scheme to save computational time. The numerical values of other constant parameters, such as time step and Courant–Friedrichs–Lewy (CFL) conditions, are given in Table 1.

The specified boundary layer depth for all simulations is $h = 700$ m, which is slightly larger than what was used in Gonzalez et al. (2016) ($h = 500$ m) but is well within the realistic range for the tropical–subtropical eastern Pacific (e.g., Yin and Albrecht 2000; Zeng et al. 2004). The choice for $h$ is based on similar magnitudes between the dynamical fields in the model simulations and the YOTC reanalysis. As discussed in Johnson et al. (2001), $h$ can vary in space and in time depending on numerous environmental factors, such as moisture, wind speed, static stability, and convective activity. Using a temporally or spatially varying $h$ is beyond the scope this study but it is being considered in future simulations using the slab boundary layer model.

The specified forcing for each experiment is the boundary layer pressure gradient acceleration, which is calculated using the geopotential on pressure levels from the YOTC reanalysis (Waliser et al. 2012; ECMWF 2012, accessed 23 March 2017). Even though the specification of the main forcing may seem crude due to the lack of communication of the dynamics back onto the thermodynamics, it is quite powerful because it allows us to understand how our results compare to seminal studies that prescribe similar pressure gradient or temperature gradient forcings (e.g., Lindzen and Nigam 1987; Tomas et al. 1999; Back and Bretherton 2009). YOTC is a global reanalysis product spanning the time period of

![Fig. 3. TRMM daily precipitation over the eastern Pacific (85°–150°W) during (left) July 2008, (center) March 2009, and (right) March 2010. Approximate locations of the maximum boundary layer convergence from the 0.01° slab boundary layer model runs are shown in the black dashed lines.](image)

TABLE 1. Spatial resolution $\Delta \phi (y = a \phi)$, time step $\Delta t$, horizontal diffusivity $K$, and approximate Courant–Friedrichs–Lewy (CFL) conditions (standard CFL and CFL associated with $K$, $v_{\text{max}} = 10$ m s$^{-1}$) for the four model resolutions.

<table>
<thead>
<tr>
<th>$\Delta \phi (\Delta y)$</th>
<th>$\Delta t$ (s)</th>
<th>$K$ (m$^2$ s$^{-1}$)</th>
<th>$v_{\text{max}}\Delta t/\Delta y$</th>
<th>$K\Delta t/(\Delta y)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00° (111 km)</td>
<td>1200</td>
<td>$1.0 \times 10^6$</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>0.25° (27.8 km)</td>
<td>300</td>
<td>$2.5 \times 10^5$</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>0.05° (5.56 km)</td>
<td>60</td>
<td>$5.0 \times 10^4$</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>0.01° (1.11 km)</td>
<td>12</td>
<td>$1.0 \times 10^3$</td>
<td>0.11</td>
<td>0.10</td>
</tr>
</tbody>
</table>
May 2008–April 2010. It uses four-dimensional variational data assimilation at a horizontal resolution of 0.25° (T799), with 91 vertical levels. For our present purposes, the YOTC geopotential field has been averaged over longitudes 85°–150°W, pressure levels 950–1000 hPa, and the entire month for each experiment. The meridional derivative of the geopotential is calculated using centered, second-order spatial finite difference methods and it is interpolated onto the various slab model grids outlined in Table 1 using the NCAR Command Language (NCL) cubic spline interpolation function csa1xd using 20 knots for the March experiments and 25 knots for the July experiment, where knots are irregularly spaced points. To enforce the boundary conditions \((u, v = 0 \text{ at } \phi = \pm 40°)\), the pressure gradient acceleration is also required to vanish at the meridional boundaries. To ensure a smooth transition to zero near these boundaries, we employ a Hann tapering over the 10° latitude closest to each boundary. Additionally, the zonal and meridional wind components above the boundary layer \(u_{OL}\) and \(v_{OL}\) are interpolated using the NCL cubic spline interpolation function and they are tapered over the 10° closest to each boundary.

Figure 2 shows the monthly, 85°–150°W, and 950–1000-hPa-averaged YOTC geopotential height field \(\Phi/g\) (m) with and without the interpolation in the red and blue curves, respectively, for the months of July 2008, March 2009, and March 2010. Note that the geopotential field is an anomaly from a reference value of 350 m. The interpolated geopotential fields are very accurate throughout the entire domain for all three months, with the smoothing seen mainly in the region north of about 7°N where influences of terrain that peaks above the 950–1000-hPa layer over North and Central America causes there to be slightly irregular behavior. All three months are dominated by the subtropical highs in each hemisphere and low geopotential near the equator, with slight shifts in the strength and position of these features.

The July 2008 geopotential height field is dominated by a stronger subtropical high in the Southern Hemisphere than the one in the Northern Hemisphere and low heights in the 5°S–15°N region. The pressure gradient acceleration is positive north of the Southern Hemisphere subtropical high until the geopotential minimum, which occurs near 12°N. Note that the pressure gradient acceleration is quite small from the equator to 12°N. As we will see, this relatively small pressure gradient acceleration induces a substantial meridional flow despite the relatively small gradient mainly because the Coriolis parameter is small near the equator. The pressure gradient acceleration is negative from the geopotential minimum to the Northern Hemisphere subtropical high.

Zonally averaged (85°–150°W) precipitation for July 2008, which is displayed in the leftmost panel of Fig. 3, shows that tropical precipitation mainly occurs from 5° to 15°N and is highly variable in time. The precipitation is from the Tropical Rainfall Measuring Mission (TRMM) 3B42, version 7, dataset (Huffman and Bolvin 2015; NASA GSFC 2015, accessed 21 May 2018), where the precipitation rate is calculated from daily accumulated precipitation at a horizontal resolution of 0.25° in latitude and longitude. Note that there are both southward- and northward-propagating precipitation systems, where the northward-propagating disturbances are typically associated with tropical cyclones. Also displayed in Fig. 3 is the latitude of the maximum boundary layer convergence produced by the slab boundary layer model 0.01° simulation, which generally coincides with TRMM precipitation.

The horizontal structure of the geopotential height field during March 2009 is best described as being nearly symmetric about the equator, with subtropical highs of similar strength and centered at nearly the same latitude. This approximate meridional symmetry is reflected in the structure of the pressure gradient acceleration, which is mainly positive in the Southern Hemisphere and negative in the Northern Hemisphere. If one looks in more detail near the equator, the pressure gradient acceleration crosses zero just like the March 2010 case, but it hovers around zero and is actually negative from 4°S to the equator. Also, the second derivative of the pressure gradient acceleration in this near-equatorial region is different for March 2009 and 2010; the pressure gradient acceleration during March 2009 is convex south of the equator and concave north of the equator with an inflection point in between whereas March 2010 has negligible concavity. We will see that it is this detailed structure in the pressure gradient acceleration that can help in determining whether boreal spring has a double ITCZ or a single, near-equatorial ITCZ. From Fig. 3, tropical precipitation during March 2009 is characterized by a double ITCZ at times and a single ITCZ south of the equator at other times. The ITCZ south of the equator typically had more intense precipitation and this is well represented by the slab boundary layer model, with the maximum boundary layer convergence occurring at 5°S. To clarify, the slab boundary layer model actually reproduces both ITCZs, but the Southern Hemisphere ITCZ is significantly more intense.

The geopotential height field during March 2010 is very similar to the one seen in March 2009, with some subtle and important differences. For example, the subtropical high in the Southern Hemisphere is located about 5°S of where it was during March 2009, and the region of low heights is more meridionally confined and
has shifted slightly north of the equator. These differences between the two March patterns are reflected in the pressure gradient acceleration in that the pressure gradient acceleration is smaller in the Southern Hemisphere from the subtropical high until a few degrees south of the equator where the pressure gradient acceleration is positive in March 2010 rather than negative as it was during March 2009. Also, the pressure gradient acceleration does not hover around zero near the equator but instead crosses zero in a nearly linear fashion (near zero concavity) near 2°–3°N. Due to these slight differences, the March 2010 ITCZ was located near but north of the equator, as seen from the right panel of Fig. 3. Similar to the other two months, the eastern Pacific ITCZ experiences substantial transient activity that can be stationary or propagate meridionally. As we will see, the slab boundary layer model can replicate the single near-equatorial ITCZ conditions observed by TRMM during March 2010 (refer to the dashed black line in the right panel of Fig. 3).

Also, note that the slab boundary layer model simulations for all experiments reach an approximate equilibrium, which is determined by the meridional integral of the kinetic energy and its tendency over the entire domain (not shown), by \( t = 240 \) h. Thus, from here on we will refer to this time as the model simulation quasi-steady state.

4. July 2008 experiments

In the first set of experiments, we compute numerical solutions of the problem (1)–(7) with the specified pressure gradient acceleration from the YOTC reanalysis for the month of July 2008 (Fig. 2). Figure 4 shows the quasi-steady-state slab boundary layer model solutions of \( u(\phi, t) \), \( v(\phi, t) \), boundary layer relative vorticity \( \zeta(\phi, t) = -(\partial u/\partial \phi) + u \tan \phi/a \), and \( w(\phi, t) \) for the 0.01° simulation in the blue curves and the 0.25° simulation in the red curves. Also displayed in the solid black curves are the respective monthly YOTC fields over the eastern Pacific boundary layer (85°–150°W, 950–1000 hPa) and the initial conditions for each field in the thin black dashed curves. Recall the initial conditions in (7) correspond to Ekman balance with the prescribed pressure gradient acceleration.

Overall, the steady-state solutions from both the 0.25° and 0.01° simulations compare well with the July 2008 YOTC reanalysis fields and the TRMM precipitation estimates, placing the main convergence region near 8°N associated with a rapid slowdown in southerly cross-equatorial flow. The maximum rising motion in the

---

**Fig. 4.** Quasi-steady-state solutions of the slab boundary layer model at 0.01° (blue curves) and 0.25° (red curves) resolution forced by the July 2008 YOTC pressure gradient acceleration. The Ekman balance initial conditions for each field are displayed in the thin black dashed curves; see (B2) and (B3) for details. The July 2008 YOTC fields (averaged over the eastern Pacific boundary layer, 85°–150°W, 950–1000 hPa) are represented by the black solid curves.
ITCZ in the 0.25° run is of a similar magnitude \((=5–10 \text{ mm s}^{-1})\) as YOTC but is more latitudinally confined. The 0.01° simulation produces an even more localized maximum in vertical velocity, with rising motion nearly one order of magnitude larger \((w_{\text{max}} = 35 \text{ mm s}^{-1})\) than in YOTC. The main reason for this larger vertical velocity is that the 0.01° simulation produces a sharper meridional gradient of the meridional velocity, not that the meridional velocity is larger. South of the ITCZ, the slab boundary layer model simulations produce generally weak subsidence occurring where the southerly flow increases with latitude (except 2–3°S), which is consistent with YOTC. However, the slab model runs underestimate subsidence in a region just north of the equator where subsidence maximizes in YOTC. The 0.01° run produces its strongest subsidence in a narrow zone just north of the ITCZ; this feature is absent from the 0.25° simulation and in YOTC. Based on experience with the slab model in numerous simulations, it is hard to discern whether this behavior is realistic or is a model artifact.

Associated with convergence in the ITCZ, there is a broad region \((8°–19°N)\) of large cyclonic vorticity in the slab model runs and in the YOTC reanalysis. In the 0.01° run, there is a very narrow region containing large cyclonic vorticity (often referred to as a vorticity “sheet”) associated with a rapid decrease in westerly flow at 8°N. Neither the 0.25° simulation nor YOTC shows this feature although it is an important feature to point out because it allows the meridional absolute vorticity gradient to reverse in sign, which allows the necessary conditions for barotropic instability to be satisfied (Charney 1969). During boreal summer months, the ITCZ often breaks down due to this instability (Ferreira and Schubert 1997; Wang and Magnusdottir 2006) and it is possible that the ITCZ in the slab model would break down if it were not constrained by zonal symmetry (recall the northward-propagating disturbances from Fig. 3). Just south of the region with large cyclonic vorticity is a region with strong anticyclonic vorticity associated with a sharp increase in westerly flow from south of the ITCZ. This peak in anticyclonic vorticity strengthens as horizontal resolution increases as further supported by Fig. 6.

Initially in the model runs, \(u = u_E\) and \(v = v_E\) so that (1) and (2) can be rewritten as

\[
\frac{\partial u}{\partial t} + v \frac{\partial u}{\partial \phi} = + \frac{\omega}{h} (1 - \alpha)(u - u_{\text{OL}}) + K \frac{\partial}{\partial \phi} \left[ \frac{\partial (u \cos \phi)}{\partial \cos \phi} \right],
\]

(8)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial \phi} = + \frac{\omega}{h} (1 - \alpha)(v - v_{\text{OL}}) + K \frac{\partial}{\partial \phi} \left[ \frac{\partial (v \cos \phi)}{\partial \cos \phi} \right].
\]

If we assume we are in the main convergence region \((1 - \alpha \text{ terms equal zero})\), the main terms at play initially for both the zonal and meridional momentum equations, (1) and (2), are the nonlinear horizontal advective terms \(\nu(\partial u/\partial \phi)\) and \(\nu(\partial v/\partial \phi)\) and the horizontal diffusion terms. The horizontal advective terms help sharpen horizontal wind gradients near the equator where the meridional winds are sufficiently large initially (see the dashed black curves of Fig. 4) and push the convergence region northward over a period of a few days. The differences between the initial and steady-state fields highlight the northward propagation of the convergence region since the initial fields are in Ekman balance and are therefore void of horizontal advection. The meridional gradient sharpening is well explained by the embedded Burgers equation in (2) as discussed in Gonzalez et al. (2016). The initial broad convergence region essentially convergences onto itself, causing the meridional wind to sharpen as it is advected northward until it becomes nearly discontinuous. Simulation of this process is dependent on horizontal resolution and is thus more effective in the 0.01° run than the 0.25° run, as we discuss in more detail later in this section. These sharp gradients are associated with very intense boundary layer rising motion near 5°–8°N and cyclonic relative vorticity at 8°N.

Although the 0.25° and 0.01° slab boundary layer model runs show qualitative agreement with the YOTC reanalysis, they do show slight deficiencies in the winds north of the ITCZ. The northerlies are approximately half as strong as they are in the YOTC reanalysis and the easterlies are about 1.5 times too strong, as seen from the two leftmost panels of Fig. 4. We believe that these deficiencies would be alleviated if the model were not constrained by the zonal symmetry assumption. In particular, the subtropical high in the Northern Hemisphere induces a large zonal gradient in the meridional winds, with southerlies in the western Pacific and northerlies in the eastern Pacific in the subtropics. Since the zonal winds in this region are easterly, \(\nu(\partial \omega/\partial \lambda) > 0\) is associated with \(\partial \omega/\partial t < 0\) and a larger northerly flow than what is produced in the zonally symmetric model. At the same time, the zonal gradient of the zonal winds is typically positive, therefore \(\nu(\partial u/\partial \lambda) < 0\) and \(\partial u/\partial t > 0\), which would be associated with weaker easterly flow than what the zonally symmetric slab model produces.

To further assist in our interpretation of the results in Fig. 4, we compute the quasi-steady-state values of the individual terms in (1) and (2). First, we rewrite (1) and (2) in the abbreviated form:
\[ \frac{\partial u}{\partial t} = -v \frac{\partial u}{\partial y} + \frac{w}{h}(1 - \alpha)(u - u_{\text{OL}}) + f_y v \]
\[ -c_D U \frac{u}{h} - K \frac{\partial \zeta}{\partial y}, \]
\[ \frac{\partial v}{\partial t} = -v \frac{\partial v}{\partial y} + \frac{w}{h}(1 - \alpha)(v - v_{\text{OL}}) - \left( \frac{1}{\rho} \frac{\partial p}{\partial y} + f_x u \right) \]
\[ -c_D U \frac{v}{h} - K \frac{\partial w}{\partial y}, \]

where \( y = a \phi \) and \( f_y = 2\Omega \sin \phi + u \tan \phi/a \) is an effective Coriolis parameter. We illustrate the horizontal structure of the individual terms on the right-hand sides of (10) and (11) in a quasi-steady state for the 0.01° simulation in Fig. 5. Note that the Coriolis and pressure gradient acceleration terms from (11) are combined into one term in Fig. 5. Individually, those two terms are significantly larger than the other terms in (11), but are of a comparable magnitude when they are combined. Together they can be thought of as representing the Coriolis effect due to ageostrophic zonal flow; that is, \( \rho^{-1} \frac{\partial p}{\partial y} + f_x u \approx f_x(u - u_z) \). Note that the ageostrophic zonal flow is small everywhere except near the equator.

Figure 5 shows that both horizontal diffusion terms are negligible everywhere except in an extremely narrow region where the largest boundary layer pumping and cyclonic vorticity occurs, near 8°N. In Fig. 5c, it becomes clearer that the horizontal diffusion and \(-c_D U u/h\) terms balance \( v(\partial u/\partial \phi) \) and \( f_y v \) near 8°N in (10) where the slab model simulates a cyclonic vorticity sheet (e.g., Fig. 4). The main balance in the region from the equator to 8°N is between \( f_y v \) and \( y(\partial u/\partial f) \). The rest of the domain is best described as a near balance between zonal surface drag and the Coriolis effect (Fig. 4a, or in other words, Ekman balance. In line with this observation, horizontal advection is significantly smaller in the regions poleward of approximately 10° latitude.

In Fig. 5b, it is seen that \(-v(\partial v/\partial \phi)\) is balanced by the horizontal diffusion term and the combined pressure gradient acceleration and Coriolis term near 8°N, but mainly the combined pressure gradient and Coriolis acceleration term. This is further confirmed in Fig. 5d. One can say that the simulated ITCZ for July 2008 is not a shocklike structure since horizontal diffusion is not the main process that counteracts meridional advection in the meridional momentum equation (Gonzalez et al. 2016). Even though the July 2008 ITCZ is not shocklike, it is clear that the classical Ekman theory solutions cannot accurately reproduce the numerical solutions. This is mainly due to the lack of the horizontal advective terms in classical Ekman theory that play the leading role in sharpening and strengthening boundary layer pumping regions and broadening and weakening boundary layer...
suction regions (Gonzalez et al. 2016). For the rest of the domain, especially outside of the main convergence region, it appears that classical Ekman balance is an accurate boundary layer approximation.

Dependence of ITCZ width and strength on horizontal resolution

A question that naturally arises from these results is, “What horizontal resolution is required to simulate these sharp gradients near the ITCZ?” To address this question, we conduct simulations at four different horizontal resolutions. Figure 6 illustrates the slab boundary layer model quasi-steady-state solutions of $u(\phi, t)$, $v(\phi, t)$, $\xi(\phi, t)$, and $w(\phi, t)$ for the four model resolutions: 0.01°, 0.05°, 0.25°, and 1°.

As horizontal resolution increases, the meridional gradient of the meridional velocity increases substantially, particularly near 8°N, which leads to an increase in upward motion and a concentration of the region of convergence. Note that this does not mean that the magnitude of the meridional wind is larger in the higher-resolution runs, but rather that the gradient simply increases. In the 1° simulation, the ITCZ can be defined as a very broad region of lightly rising motions from approximately 2° to 19°N, with slightly larger vertical velocity near 7°N. In this case, a convergence “zone” is hard to define; presumably, current-day GCMs rely on their convective parameterization to help localize ITCZ convection.

The zonal winds are quite similar between the simulations everywhere except near the convergence zone (5°–10°N), where westerlies strengthen and the horizontal gradients of the zonal winds increase as horizontal resolution increases. This increase in horizontal gradients leads to a cyclonic vorticity sheet and stronger anticyclonic vorticity in the region just south of the vorticity sheet. As mentioned previously, it is possible that the vorticity sheet plays a role in barotropic instability of the ITCZ, which cannot be represented with this zonally symmetric model. It is also worth noting that inertial instability could occur near the equator since $f(\zeta + f) < 0$ (not shown). To better assess these possible instabilities, it would be beneficial to extend the slab boundary layer model to two horizontal dimensions. The authors plan to explore this in future studies.

To improve our understanding of the differences between the model simulations at various resolutions, we examine the meridional momentum budget near the main convergence region, 5°–8°N. Figure 7 shows that as horizontal resolution increases, the role of meridional advection increases. Along with this increase in meridional advection is an increase in the Coriolis effect due to the ageostrophic flow and nonlinear surface drag, which together counteract advection. The ageostrophic zonal flow increases as horizontal resolution increases mainly due to the increase in westerlies south of the ITCZ while surface drag increases because of the increased meridional flow.
just south of the ITCZ. Interestingly, the ageostrophic zonal flow switches sign in the 1° simulation and this is because there is now subgeostrophic flow near the ITCZ rather than supergeostrophic flow; that is, the pressure gradient acceleration exceeds the Coriolis effect. At this resolution and coarser resolutions, the main meridional momentum balance begins to transition to classical Ekman balance (with horizontal diffusion). Also worth noting is the relative decrease in horizontal diffusion as horizontal resolution increases except for the 1° simulation; these terms are of secondary importance compared to the other three terms, which better explain regime transitions for each simulation.

5. March 2009 and March 2010 experiments

For the following experiments, we force the system (1)–(7) with the YOTC reanalysis boundary layer pressure gradient acceleration averaged over the eastern Pacific Ocean (85°–150°W) for March 2009 and March 2010. Figures 8 and 9 display numerical solutions of $u(\phi, t)$, $v(\phi, t)$, $\zeta(\phi, t)$, and $w(\phi, t)$ in a quasi-steady state for the 0.01° simulations in the blue curves and the 0.25° simulations in the red curves of the experiments during March 2009 and March 2010, respectively. Similar to Fig. 4, the black solid curves are the associated YOTC reanalysis fields averaged over the eastern Pacific boundary layer (85°–150°W, 950–1000 hPa) and the thin black dashed curves are the initial conditions, which satisfy local Ekman balance with the prescribed pressure gradient acceleration. Recall that the eastern Pacific was dominated by a single, near-equatorial ITCZ during March 2010, in contrast with the double (southdominant)-ITCZ conditions of March 2009 (e.g., TRMM precipitation from Fig. 3). Also, remember from Fig. 2 that the pressure gradient acceleration had slight, but important differences near the equator when compared to March 2009.

From Figs. 8 and 9, it is clear that a double ITCZ is preferred during March 2009 while one primary ITCZ north of the equator is preferred for the pressure gradient observed during March 2010. Similar to the July experiments, the 0.01° simulations produce the sharpest meridional wind gradients and thus, the most intense vertical motion and cyclonic vorticity in the ITCZ. Comparing the 0.25° simulation with YOTC for March 2009, there is a region of rising motion at 4°–5° off the equator in each hemisphere (Fig. 8). The ITCZ south of the equator is slightly stronger than the one north of the equator, with a maximum rising motion of 4–5 mm s$^{-1}$ compared to 3–4 mm s$^{-1}$ for the northern ITCZ. The 0.01° simulation shows a more intense southern ITCZ, with a maximum vertical velocity concentrated near 5°S of 34 mm s$^{-1}$. Like the vertical velocity field, there is very intense and narrow cyclonic vorticity in the ITCZ (a vorticity sheet) in the 0.01° simulation, which suggests that the southern ITCZ was significantly more intense than the northern ITCZ. The cyclonic vorticity centers are associated with weakening easterlies approaching the equatorial region, with the slab boundary layer model simulations producing larger meridional gradients and thus, larger cyclonic vorticity than YOTC. The narrowness and intensity of the southern ITCZ produced by the 0.01° simulation during March 2009 is supported by the TRMM precipitation estimates shown in Fig. 3; even though there was a double ITCZ at times, the southern ITCZ was typically stronger and more concentrated. This is an example of how higher-resolution simulations can elucidate crucial features of the nonlinear dynamics associated with the ITCZ.
For the March 2010 experiments, Fig. 9 shows a broad region of convergence surrounding the equator in the 0.01° simulation similar to the 0.25° run and the YOTC reanalysis, but a much narrower concentration of vertical velocity near 3°N, with a maximum of 60 mm s⁻¹. This spike in vertical velocity is associated with a near discontinuity in meridional velocity, where 2 m s⁻¹ southerlies abruptly switch to 1 m s⁻¹ northerlies. At nearly the same location (slightly north), there is a cyclonic vorticity sheet associated with a sharp gradient in zonal flow, wherein the vorticity sheet is approximately an order of magnitude larger than f. It is also worth noting that the Ekman balance solutions and the March 2010 0.01° simulation do produce two convergence zones, but they are on the same side of the equator, which would not be considered a traditional double ITCZ. Additionally, in contrast to a traditional double ITCZ, there is not a clear subsidence region between the two convergence regions.

Note that the March 2009 Southern Hemisphere ITCZ is mainly explained by a reversal in meridional flow, from southerly to northerly flow whereas the ITCZ in the Northern Hemisphere is primarily a slowdown of northerly flow, with only the 0.01° simulation showing a very slight reversal in meridional velocity, as shown in Fig. 8. According to surface wind observations of double ITCZs in the eastern Pacific and Atlantic Ocean basins (Liu and Xie 2002), the stronger of the two ITCZs is typically associated with a reversal in meridional flow and the weaker ITCZ is associated with a slowdown, not reversal, in meridional flow.

Similar to the July 2008 experiments, we perform an analysis of the zonal and meridional momentum budget equations for March 2009 and March 2010 in Figs. 10 and 11. Outside of the equatorial region (10°S–10°N), Ekman balance appears to be a reasonable first-order approximation of the zonal and meridional momentum budgets for both March 2009 and March 2010, as illustrated in Figs. 10 and 11. However, near the March 2009 double-ITCZ and March 2010 single-ITCZ convergence regions, horizontal wind advection and horizontal diffusion become increasingly critical processes.

In Figs. 10c, 10d, 11c, and 11d, we zoom into the main convergence regions, that is, the Southern Hemisphere ITCZ for March 2009 and the near-equatorial ITCZ for March 2010. The zonal momentum budgets near the ITCZ for both March 2009 and 2010 are well described by a balance between horizontal diffusion and \(-v(\partial u/\partial y)\), with relatively smaller contributions from the Coriolis effect and surface drag.

The meridional momentum budget near the southern ITCZ for March 2009 behaves similarly that of the July 2008 experiments, with the leading term being the...
meridional wind advection, \( -v(\partial u/\partial \phi) \), as shown in Figs. 10c and 10d. Balancing the meridional advection near the region of sharp gradients is the so-called ageostrophic Coriolis term, which is the sum of the pressure gradient acceleration and the Coriolis effect. Diffusion and surface drag also counteract horizontal advection but they have smaller contributions to the budget. Since horizontal diffusion is not the primary process that balances meridional advection, we can say that the Southern Hemisphere ITCZ of March 2009 is not considered shocklike. Despite this caveat, it is clear that Ekman balance is violated near the equator due to the critical role of horizontal wind advection near the Southern Hemisphere ITCZ.

Zooming into the main convergence region for the meridional momentum budget for March 2010 in Figs. 11c and 11d illustrates that meridional advection of the meridional wind is the leading term with horizontal diffusion nearly balancing horizontal wind advection. This is indicative of a shocklike structure, similar to the one produced in Gonzalez et al. (2016) for a single, on-equatorial ITCZ (their Fig. 8). Note that the combined pressure gradient and Coriolis term does oppose horizontal advection and has a nonnegligible contribution. However, it seems that for ITCZs this close to the equator, the ageostrophic Coriolis term does not play as large of a role in counteracting meridional advection as horizontal diffusion. Therefore, the main process preventing a discontinuity from occurring is indeed the horizontal diffusion, in line with the concept of a Burgers shock.

It is worth noting that the simulation that produced a shocklike structure in Gonzalez et al. (2016) was a simple case of a pressure gradient forcing associated with boundary layer easterlies centered on the equator with quasi-steady-state solutions of weakened easterlies centered about the equator surrounded by one maximum in easterlies in each hemisphere (their Fig. 3). The March 2010 solutions also had weakened easterlies near the equator surrounded by one maximum in easterlies in each hemisphere. However, March 2009 had strictly easterlies too and a double ITCZ was produced even though in Gonzalez et al. (2016) equatorial westerlies appeared to be strongly associated with a double ITCZ. Despite this caveat, the 0.01° and 0.25° March 2009 simulations do have a westerly bias near the equator when compared to the YOTC zonal winds. Whether this equatorial zonal wind model bias represents something more realistic for the transient behavior of the ITCZ than the monthly averaged YOTC fields is yet to be determined.

**Dependence of single and double boreal spring ITCZs on horizontal resolution**

A figure similar to Fig. 6 is produced in Fig. 12 for March 2009 showing that the ITCZ intensifies as horizontal resolution increases in the slab boundary layer model. In lower-resolution runs (\( \geq 0.25° \)), there appears to be one ITCZ in each hemisphere of similar magnitude whereas in reality, the ITCZ south of the equator was typically much more intense than the one north of the
equator (see center panel of Fig. 3). The stronger ITCZ to the south is only reproduced in the two highest-resolution runs \((\approx 0.05^\circ)\). In addition, the subsidence region near the equator intensifies significantly as horizontal resolution increases. These results suggest that the differences between single and double ITCZs may depend on horizontal resolution due to more accurately resolved nonlinear boundary layer dynamics.

The dependence of ITCZ intensity and width on horizontal resolution for the March 2010 experiments was addressed by producing a figure similar to Figs. 6 and 12 but it has been omitted for brevity. It is in general agreement with Figs. 6 and 12, showing that the ITCZ intensifies as horizontal resolution increases in the slab boundary layer model. Unlike the March 2009 case, the slab boundary layer model produces one main ITCZ centered north of the equator for all resolutions tested. However, an ITCZ vorticity sheet is only produced for the two highest-resolution simulations \((0.01^\circ, 0.05^\circ)\).

6. Comparison of slab boundary layer and YOTC momentum budgets

From our comparison between the YOTC monthly fields and the slab model simulations, it is difficult to determine whether or not the high-resolution \((\approx 0.05^\circ)\) slab model simulations are realistic. This is because even though the YOTC reanalysis contains observations, there are observational gaps over the eastern Pacific Ocean boundary layer. Therefore, YOTC is largely a model over this region and the boundary layer fields are likely dependent on model horizontal resolution.

To more objectively quantify the differences between the slab boundary layer model simulation quasi-steady-state solutions and the monthly averaged fields from YOTC, we compute the \(10^\circ\)S–\(10^\circ\)N root-mean-square differences (RMSDs) of the zonal and meridional momentum budgets between YOTC \((\approx 0.25^\circ)\) and the 0.25\(^\circ\) model simulations in Table 2. We show the RMSDs of the most critical terms in the zonal and meridional momentum budgets: 1) the meridional advection of the horizontal winds \(v(\partial u/\partial y)\), \(v(\partial v/\partial y)\), 2) the effective Coriolis terms \(f_v\), \(f_u\), and 3) the surface drag terms \((c_D u/u/h)\), \((c_D v/v/h)\) for July 2008, March 2009, and March 2010. In addition, we show the meridional distribution of the three leading terms in the zonal and meridional momentum budgets for all three 0.25\(^\circ\) simulations and the monthly averaged fields from YOTC in Fig. 13 to have a more detailed comparison of the shape and amplitude of the differences between the slab model solutions and the YOTC fields. For the meridional momentum budget comparison plots, we show \(-f_u - \rho^{-1}(\partial p/\partial y)\) (where the pressure gradient acceleration is the same for YOTC and the slab model) rather than \(-f_u\) in order.
to make this term a similar magnitude as the other two terms.

The RMSDs and the meridional plots suggest that the largest differences between YOTC and the slab model are in the zonal winds, such that $cDUu/h$ and $f_{\alpha}u$ are the terms with the largest RMSDs (1.23, 1.84) for the zonal and meridional momentum budgets, respectively. The differences in these momentum terms between YOTC and the slab model appear to be related more to the amplitude rather than the shape of the curves (10°–8°S–10°–8°N correlation coefficients are all above 0.91). The other terms, which depend more on $v$ than $u$, are represented quite well by the slab boundary layer model, with RMSDs one order of magnitude smaller than the RMSDs of $cDUu/h$ and $f_{\alpha}u$. Interestingly, the meridional adveective terms have the smallest RMSDs, with average values of 0.24 and 0.17 for the zonal and meridional momentum budgets, respectively. The results from our analysis imply that the slab model could be improved in its representation of the zonal winds but it simulates realistic meridional winds and it is not overestimating the meridional adveective terms $v(\partial u/\partial y)$, $v(\partial v/\partial y)$, which are crucial to the development of the ITCZ in our simulations, especially in the high-resolution (≤0.05°) simulations.

7. Concluding remarks

The ITCZ is a critical component of the climate system; together with the Hadley circulation, they transport moisture, momentum, and energy from the tropics to the extratropics. Despite the ITCZ’s significance in our climate, there are numerous unanswered questions about its basic features, such as its variability with respect to ocean basin and season, its width, and its strength. Motivated by these outstanding issues related to the ITCZ and recent studies that have suggested the critical mechanisms explaining ITCZ features, this study further investigates core processes of the ITCZ using an idealized (slab, subcloud, zonally symmetric) boundary layer numerical model. Using the relatively high-resolution YOTC reanalysis to force the slab boundary layer model, we are able to confirm that the eastern Pacific ITCZ boundary layer often does not conform to classic Ekman balance, particularly near the region of most intense convergence (and convection). Instead, the boundary layer heavily involves horizontal wind advection, which leads to dynamical nonlinearities that are dependent on model resolution and cannot be described using a traditional scale analysis.

We have illustrated one way in which the width of the low-level convergence associated with the ITCZ can be explained by dry dynamics, that is, by the formation of a sharp gradient or shocklike structure in the boundary layer meridional flow, with northerly flow on the north edge of the ITCZ and southerly flow on the south edge of the ITCZ. Nonetheless, there are other physical processes occurring near the ITCZ that we have not addressed, such as how strong cross-equatorial moisture...
gradients and the meridional advection of moisture impact the localization and width of the ITCZ (e.g., Raymond et al. 2006; Sobel and Neelin 2006). In this paper, we suggest that the localization and width of rising motions in the ITCZ are associated with the $y(\partial v/\partial y) f e_y$ term in the meridional momentum equation due to the presence of an embedded Burgers effect that can lead to sharp gradients and shocklike structures in the meridional direction. Since $v$ is an order of magnitude larger in the boundary layer than in the overlying fluid (approximately 5 versus 0.5 m s$^{-1}$), sharp gradients and shocklike structures are primarily a phenomenon of the boundary layer. Additionally, the boundary layer meridional winds are sufficiently large enough for Burgers effect to play an important role in the ITCZ of eastern ocean basins, such as the eastern Pacific and eastern Atlantic, where narrow zonally elongated ITCZs are observed in nature. However, it is possible that other tropical ocean basins, such as the Indo-Pacific warm pool, have smaller meridional winds that do not meet the necessary requirements for meridional gradient sharpening to occur as readily. This may partially explain why the ITCZs in these regions tend to be broader in area and have weaker low-level convergence than those in the eastern Atlantic and eastern Pacific.

Another important result of this study is that the ITCZ transitions from an Ekman to advective boundary layer as one approaches the ITCZ; this implies that the nearby region is not always in a steady state and may experience substantial transient day-to-day changes in the zonal and meridional momentum budget. Surprisingly, over 40 years ago, Mahrt (1972a,b) noted the transition from an Ekman to advective boundary layer in relatively coarse-resolution ($\sim$50 km) simulations of the tropical boundary layer. The relevance of transient advective terms near the equator is in general agreement with observations of the ITCZ, where it has been shown that the ITCZ exhibits dynamic daily to weekly variability due to a vigorous diurnal cycle (Deser and Smith 1998; Bain et al. 2010; Ciesielski et al. 2018), ITCZ breakdown (Ferreira and Schubert 1997; Wang and Magnusdottir 2006; Magnusdottir and Wang 2008), and subseasonal shifts between single and double ITCZs during boreal spring (Henke et al. 2012; Haffke et al. 2016).

Table 2. Root-mean-square difference (m s$^{-1}$ day$^{-1}$) over 10$^\circ$S–10$^\circ$N between the YOTC reanalysis (monthly mean, 0.25$^\circ$) and the 0.25$^\circ$ slab boundary layer model simulation quasi-steady state for the three leading terms: nonlinear surface drag, meridional advection, and Coriolis effect, in the zonal and meridional momentum budgets.

<table>
<thead>
<tr>
<th>Expt</th>
<th>$c_D U(w/h)$</th>
<th>$v(\partial w/\partial y)$</th>
<th>$f u$</th>
<th>$c_D U(w/h)$</th>
<th>$v(\partial w/\partial y)$</th>
<th>$f u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 2008</td>
<td>0.70</td>
<td>0.26</td>
<td>0.43</td>
<td>0.10</td>
<td>0.22</td>
<td>1.72</td>
</tr>
<tr>
<td>March 2009</td>
<td>1.16</td>
<td>0.24</td>
<td>0.08</td>
<td>0.05</td>
<td>0.04</td>
<td>1.14</td>
</tr>
<tr>
<td>March 2010</td>
<td>1.84</td>
<td>0.22</td>
<td>0.46</td>
<td>0.15</td>
<td>0.24</td>
<td>2.65</td>
</tr>
<tr>
<td>Average</td>
<td>1.23</td>
<td>0.24</td>
<td>0.32</td>
<td>0.10</td>
<td>0.17</td>
<td>1.84</td>
</tr>
</tbody>
</table>

FIG. 12. The slab boundary layer model quasi-steady-state solutions for the March 2009 YOTC forcing at the four horizontal resolutions of 0.01$^\circ$, 0.05$^\circ$, 0.25$^\circ$, and 1$^\circ$. For details about the constants used in the different model simulations, refer to Table 1.
If the nonlinear advective boundary layer dynamics in and near the ITCZ that we have highlighted in this study have a substantial impact on ITCZ transients, it is likely that current-day GCMs are not simulating these physical processes accurately, mainly due to their coarse spatial resolution. We suggest that future work focus on interrogating the low-level momentum and moisture budgets of high-resolution GCM simulations as well as the European Centre’s new high-resolution reanalysis, ERA5, with a focus on the transient dynamics of the ITCZ. We must better quantify these short-time-scale characteristics of the ITCZ because...
they may help unravel the underlying reasons for GCM biases of the ITCZ.

Additionally, with the recent advent of ITCZ energy balance theories and the perspectives about the ITCZ boundary layer gained from this study and others preceding it, it would be beneficial to try and connect these ideas. However, to do this, a more complete model of the ITCZ must be used since the slab boundary layer model in its present form can only describe the kinetic energy budget and it does not incorporate the upper-level energy transport that is at the heart of parameters such as the energy flux equator. Nonetheless, we have derived the kinetic energy budget for the ITCZ slab boundary layer model in appendix C. It appears more work must be done to connect the outstanding ITCZ theories from the atmospheric–oceanic energy balance and boundary layer convergence perspectives (e.g., Faulk et al. 2017; Hill 2019).

In closing, sharp meridional gradients and shocklike structures are features that occur frequently near the ITCZ, particularly narrow ITCZs. Our results suggest that sufficient horizontal resolution is necessary to accurately simulate the horizontal advective terms that lead to the formation of narrow ITCZs, or they must be parameterized in some way.
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APPENDIX A

Derivation of Spherical Slab Boundary Layer Model Equations from First Principles

We begin with the conservation of absolute angular momentum $m = (u + \Omega a \cos \phi) a \cos \phi$. The flux form of the conservation relation is written as

$$\frac{\partial (hm)}{\partial t} + \frac{\partial (hmv \cos \phi)}{a \cos \phi \partial \phi} + w[am + (1 - \alpha)m_{OL}]$$

$$= -c_D U u a \cos \phi + \frac{\partial}{\partial \phi} \left[hK \frac{\partial (u \cos \phi)}{a \cos \phi \partial \phi} \right], \quad (A1)$$

where $m_{OL} = (u_{OL} + \Omega a \cos \phi) a \cos \phi$ is the absolute angular momentum in the overlying layer, $(u, v)$ are the respective boundary layer zonal and meridional velocities, $h$ is the depth of the boundary layer, and we define

$$\alpha = \begin{cases} 1 & \text{if } w \geq 0 \\ 0 & \text{if } w < 0 \end{cases}. \quad (A2)$$

Refer to section 2 for the definitions of $U$ and $c_D$. According to (A1), there are five processes that can alter the absolute angular momentum in the boundary layer of a zonally symmetric atmosphere: 1) meridional divergence of the meridional advective flux of $m$, 2) upward flux of $m$ when $w \geq 0$, 3) downward flux of $m_{OL}$ when $w < 0$, 4) exchange of $m_{OL}$ due to surface drag, and 5) meridional divergence of the meridional diffusive flux.

We assume $h$ and $K$ are constants, substitute $m = (u + \Omega a \cos \phi) a \cos \phi$ into (A1), and then divide by $a \cos \phi$, which yields

$$\frac{\partial u}{\partial t} + v \frac{\partial u}{\partial \phi} - \frac{w}{h} (1 - \alpha)(u - u_{OL})$$

$$= \left(2\Omega \sin \phi + \frac{u \tan \phi}{a}\right)v - c_D U u \frac{u}{h} + K \frac{\partial}{\partial \phi} \left[hK \frac{\partial (u \cos \phi)}{a \cos \phi \partial \phi} \right]. \quad (A3)$$

The derivations of the meridional momentum equation and mass continuity equation proceed in a similar manner as the derivation of absolute angular momentum. The meridional momentum equation in conservation form (before assuming $h$ is constant) is given by

$$\frac{\partial (hv)}{\partial t} + \frac{\partial (huv \cos \phi)}{a \cos \phi \partial \phi} + w[av + (1 - \alpha)v_{OL}]$$

$$= -h \left[2\Omega \sin \phi + \frac{u \tan \phi}{a}\right] u - h \frac{\partial p}{\rho a \partial \phi}$$

$$-c_D U u + \cos \phi \frac{\partial}{\partial \phi} \left[hK \frac{\partial (u \cos \phi)}{a \cos \phi \partial \phi} \right], \quad (A4)$$

and the mass continuity equation is given by

$$\frac{\partial h}{\partial t} + \frac{\partial (hv \cos \phi)}{a \cos \phi \partial \phi} + w = 0. \quad (A5)$$

Assuming that $h$ and $K$ are constants, (2) and (3) immediately follow.
Appendix B

Classical Ekman Theory Equations

Gonzalez et al. (2016) suggested that the equations associated with classical Ekman theory are not sufficiently accurate in scenarios when the horizontal advection of the horizontal winds is large. The slab model equations, (1)–(7), can be simplified to a form similar to classical Ekman theory (Ekman 1905) that is insightful for understanding the role of the nonlinearities included in (1) and (2). The classical Ekman theory equations on the sphere are given by

\[
(c_d U_E/h)u_E - \left( 2\Omega \sin \phi + \frac{u_E \tan \phi}{a} \right) v_E = 0,
\]

\[
(c_d U_E/h)v_E + \left( 2\Omega \sin \phi + \frac{u_E \tan \phi}{a} \right) u_E = -\frac{1}{\rho a \phi} \frac{\partial \rho}{\partial \phi},
\]

(B1)

where the meridional pressure gradient on the right-hand side of (B1) is specified in this study by the YOTC reanalysis. Solving the algebraic equations (B1) for \( u_E \) and \( v_E \), we obtain

\[
u_E(\phi) = -\frac{\left( 2\Omega \sin \phi + \frac{u_E \tan \phi}{a} \right)}{(c_d U_E/h)^2 + \left( 2\Omega \sin \phi + \frac{u_E \tan \phi}{a} \right)^2} \frac{1}{\rho a \phi} \frac{\partial \rho}{\partial \phi},
\]

(B2)

\[
u_E(\phi) = -\frac{\left( c_d U_E/h \right)}{(c_d U_E/h)^2 + \left( 2\Omega \sin \phi + \frac{u_E \tan \phi}{a} \right)^2} \frac{1}{\rho a \phi} \frac{\partial \rho}{\partial \phi},
\]

(B3)

where the local time derivative terms, the meridional advection terms, the vertical velocity terms, and the horizontal diffusion terms have been neglected. Equations (B2) and (B3) are implicit relations for \( u_E \) and \( v_E \) through (5) and (6). To accept these solutions as self-consistent approximations of the full slab boundary layer model equations, a condition that must be satisfied is \(|\nu(\partial \phi/\partial \phi)| \ll |(1/\rho)(\partial \rho/\partial \phi)|\).

The slab Ekman layer solutions, (B2) and (B3), are quite elegant in the sense that they are "local" solutions. This is because \( u_E(\phi) \) and \( v_E(\phi) \) at a point in \( \phi \) depend only on the meridional pressure gradient at that point. However, as we have demonstrated in this study, the eastern Pacific boundary layer typically does not obey this local Ekman balance near the equator. Therefore, the eastern Pacific ITCZ should be interpreted as being highly dependent on nonlinearities associated with horizontal advection.

Appendix C

Kinetic Energy Budget

Even though we cannot calculate an ITCZ predictor such as the energy flux equator in our slab boundary layer model because it only describes kinetic energy evolution (\( h = \) constant), we can gain insight into how kinetic energy evolution and redistribution is related to ITCZ position. A derivation of the energy budget of the slab boundary layer involves the multiplication of (10) by \( hu \) and (11) by \( hv \) and the addition of the resulting equations, yielding

\[
\frac{\partial \mathcal{K}}{\partial t} = \mathcal{F}_\phi + \mathcal{F}_z + \mathcal{D} - D,
\]

(C1)

where \( \mathcal{K} = h(u^2 + v^2)/2 \) is the kinetic energy, \( \mathcal{F}_\phi = -\sec \phi \partial (u \cos \phi)/\partial \phi \) is the meridional convergence of the meridional advective flux of kinetic energy, \( \mathcal{F}_z = -(K \cos \phi)/h \) is the vertical flux of kinetic energy at the top of the boundary layer, \( \mathcal{D} = 2u \mathcal{K}/h \) is the generation of kinetic energy through southerly flow up the pressure gradient and northerly flow down the pressure gradient (commonly known as pressure work), and \( D = K \mathcal{K}/h \) is the dissipation of kinetic energy through surface drag terms and meridional diffusion, respectively.

In all of our simulations, the energy budget of the quasi-steady-state ITCZ boundary layer is mainly described by a balance between the generation of kinetic energy by \( \mathcal{D} \) and the dissipation of kinetic energy by the surface drag terms in \( \mathcal{D} \), as illustrated in Fig. C1. However, near the ITCZs, the \( \mathcal{F}_\phi \) and \( \mathcal{F}_z \) terms can increase substantially in magnitude, especially for the July 2008 simulation. In these regions, there is a generation of kinetic energy by \( \mathcal{F}_\phi \) through the meridional advection of kinetic energy and a dissipation of kinetic energy by \( \mathcal{D} \) through the vertical advection of kinetic energy via rising motion at the top of the boundary layer. When attempting to assess a predictor for ITCZ position in one of the kinetic energy budget terms, it appears that ITCZ is typically located quite close to where \( \mathcal{D} = 0 \), especially for the July 2008 simulation. However, there are often multiple latitudes where \( \mathcal{D} \) crosses zero, such as in the March simulations, due to the pressure gradient acceleration and meridional velocity not always crossing zero at the same latitude. Therefore, the latitude at which \( \mathcal{D} \) crosses zero might
be a useful ITCZ predictor for cases when the ITCZ is farther away from the equator (e.g., July 2008) but it can have issues when the ITCZ is positioned closer to the equator or a double ITCZ exists (e.g., March 2009 and March 2010).
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Fig. C1. The 0.01° slab boundary layer model quasi-steady-state solutions of the energy budget terms $G$, $F_f$, $F_z$, $-\nabla$ from (C1) for (left) July 2008, (center) March 2009, and (right) March 2010.


