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ABSTRACT

The numerical study presented here focuses on baroclinic processes that contribute to tropical cyclone (TC) propagation. A three-dimensional, semispectral, primitive equation model of baroclinic vortex was developed to study TC motion.

In a tilted vortex, interaction between upper- and lower-level vorticity anomalies leads to vortex propagation relative to the steering flow. On a $\beta$ plane, with no environmental flow, the vortex is tilted toward the south and the interaction between the layers reduces the westward movement of the vortex. The vortex tilting can also occur due to the vertical shear in the environmental wind. On an $f$ plane, the interaction between the layers causes the northward movement of the vortex in westerly linear shear, and southward movement in easterly linear shear, with a meridional velocity of about 1 m s$^{-1}$. This velocity increases with increasing vortex intensity and vertical motion.

1. Introduction

The motion of tropical cyclones (TC) is usually described in terms of "steering" and "propagation." The "steering" describes the advection of the vortex by an environmental flow. The "propagation" corresponds to the processes involving an interaction between the vortex and environment.

In a highly simplified case of the barotropic nondivergent vortex moving in a uniform flow on an $f$ plane, the conservation of vorticity implies that the vortex moves with the velocity of the flow—the motion is entirely due to "steering." The environment of observed tropical cyclones does not satisfy these conditions since the flow varies vertically and horizontally and interacts with the vortex. That makes it impossible to clearly distinguish between the vortex and the environmental flow, and as a consequence splitting the vortex motion into steering and propagation components is arbitrary. Nevertheless, the motion of a tropical cyclone can to a large extent be explained as advection by a large-scale flow (Chan and Gray 1982; Dong and Neumann 1986; Franklin 1990). The steering current is usually defined as vertical and azimuthal average of the flow in the vicinity of a tropical cyclone. The standard way to obtain the steering flow is to use the average wind for a radius 500–700 km and the layer 300–800 mb. However, different choices are possible, so the definition of the steering flow is not unique. In the numerical model in which the environmental flow is prescribed a priori, the partition of the flow for environmental and vortex component is simpler than in observations. In this paper the authors define the steering as due solely to the advection by the prescribed, initial, zonal flow.

Unlike "steering," the "propagation" depends also on vortex, and not only environmental, characteristics. Identifying the processes that influence cyclone propagation is an important aspect of tropical cyclone motion studies in which observational data and the results of analytical and numerical models play an equally significant role. Observations provide information on the typical values of cyclone propagation depending on synoptic situation, speed and direction of motion, and properties of the cyclone circulation (Chan and Gray 1982; Dong and Neumann 1986; Chan 1985; Gray 1991; Holland 1983; Holland 1984). An understanding...
of the role different processes play in cyclone motion
can be gained from analytical and numerical models.
The barotropic processes governing the motion of tropi-
cal cyclones are fairly well known. Numerous studies
have examined the role of planetary vorticity advec-
tion (Adem 1956; Holland 1983; Fiorino and Elsberry
1989b), environmental wind shear or vorticity gradi-
ents (Smith 1991; DeMaria 1987; Evans et al. 1991;
Smith et al. 1990; Ulrich and Smith 1991), or vortex
properties such as strength (especially the magnitude
of the outer winds), size, and total angular momentum
(Willoughby 1988; Shapiro and Ooyama 1990; Fiorino
and Elsberry 1989a).

The influence of the vertical structure of a cyclone
and its environment on cyclone motion has received
less attention. Earlier, three-dimensional models (Ki-
tade 1980; Madala and Piaiack 1975) supported the
results of barotropic models and concluded that baro-
clinic vortices on the plane move toward the north.
west. Other three-dimensional models examined the
role of vortex asymmetries in the absence of envi-
ronmental effects (Anthes 1972; Abe 1987). Only recently
has interest in the influence of baroclinic processes on
cyclone motion begun to grow. Shapiro (1992) pointed
out the impact of potential vorticity (not just absolute
vorticity) on cyclone propagation. He has shown that
even in the absence of absolute vorticity gradients, cy-
clones can propagate in the direction perpendicular
to the vertical steering current. The propagation results
from the fact that the temperature gradient associated
with vertical shear causes the potential vorticity to change
in the meridional direction.

Wang and Li (1992) investigated the role of vertical
structure of the vortex in vortex motion on the plane
and concluded that a cyclonic vortex moves with speed
proportional to its vertically averaged relative angular
momentum.

On the other hand, Gray (1991) emphasized the role
of baroclinic properties of the cyclone environment. He
suggested that most tropical cyclone movement faster
than the steering current results not from cy-
clone–environment interaction but from properties of
the environment itself. Gray argued that the tilt of the
trough in which the moving cyclone is embedded causes
the vertically averaged wind to have a maximum
near the cyclone center. When the standard 5°–7° wind
averages are used, the maximum of the vertically av-
eraged steering current is missed.

Another baroclinic mechanism influencing the mo-
tion of tropical cyclones was indicated by Flatau
(1991) and Wu and Emanuel (1993). They pointed out
that even though in barotropic studies the cyclone can
be represented by a cyclonic vortex, in reality an anti-
cyclonic potential vorticity anomaly that surmounts the
low-level cyclonic anomaly can influence the motion
of the low-level vortex. When the centers of the low-
level cyclone and upper-level anticyclone are displaced
relative to each other, the vortices can interact in the
manner similar to interaction of vortices on a horizontal
plane (Gryanik and Tevs 1989). The circulation in-
duced by the low-level potential vorticity (PV) maxi-

The goal of the numerical study presented here is to
further investigate the role of this mechanism in prop-
gagation of a baroclinic vortex. The three-dimensional,
primitive equation model of a baroclinic vortex de-
scribed in section 2 is used to examine the propagation
of the vortex on an plane and a plane. We consider
the tilting of the vortex caused by the effect (section
3) and by the vertically sheared environmental flow
(section 4). Section 5 contains discussion of our re-

2. Three-dimensional model of a moving vortex

a. Governing equations

The baroclinic vortex model uses the nonlinear prime-
te equations formulated with cylindrical coordinates
in the horizontal and the coordinate in the vertical.
The vertical coordinate is defined as \( \tau = p/p_r \), where
\( p_r \) is the surface pressure. \( \tau \) can also be used in the model. In this
paper \( p_r = 0.1 \) In the coordinates \( (r, \lambda, \sigma) \), the gov-
erning equations have the following form.

Pressure tendency equation:

\[
\frac{\partial (p_r \sigma)}{\partial t} = -\int_0^1 \frac{\partial}{\partial r} (p_r \sigma) d\sigma - \int_0^1 \frac{\partial}{\partial \lambda} (p_r \sigma) d\sigma \tag{1}
\]

Vertical velocity equation:

\[
p_r \sigma \frac{\partial \sigma}{\partial t} = -\left( \frac{\sigma}{\partial r} (p_r \sigma) + \int_0^\infty \frac{\partial}{\partial r} (p_r \sigma) d\sigma \right) + \int_0^\sigma \frac{\partial}{\partial \lambda} (p_r \sigma) d\sigma \tag{2}
\]

Hydrostatic equation:

\[
\frac{\partial \Phi}{\partial \sigma} = -\frac{RT}{\sigma} \tag{3}
\]
Radial momentum equation:
\[
\frac{\partial}{\partial t} (p, ru) = - \frac{\partial}{\partial r} (p, ruu) - \frac{\partial}{\partial \lambda} (p, u\dot{\theta}) - \frac{\partial}{\partial \sigma} (p, ru\dot{\sigma}) + \left( f + \frac{v}{r} \right) p_r v
\]
\[- p_r \frac{\partial \Phi}{\partial r} - rRT \frac{\partial p_t}{\partial r} \tag{4}\]

Tangential momentum equation:
\[
\frac{\partial}{\partial t} (p, rv) = - \frac{\partial}{\partial r} (p, ruv) - \frac{\partial}{\partial \lambda} (p, uv) - \frac{\partial}{\partial \sigma} (p, vr\dot{\sigma}) - \left( f + \frac{v}{r} \right) p_r u
\]
\[- p_r \frac{\partial \Phi}{\partial \lambda} - RT \frac{\partial p_t}{\partial \lambda} \tag{5}\]

Potential temperature equation:
\[
\frac{\partial}{\partial t} (p, r\theta) = - \frac{\partial}{\partial r} (p, ru\theta) - \frac{\partial}{\partial \lambda} (p, \theta) - \frac{\partial}{\partial \sigma} (p, r\dot{\theta}) + rp_r Q, \tag{6}\]

where \( u \) and \( v \) are radial and tangential velocities, \( \dot{\sigma} \) is the vertical velocity in \( \sigma \) coordinates, \( \theta \) and \( T \) are potential temperature and temperature, \( \Phi \) is geopotential, \( R \) is the gas constant, and \( Q \) denotes a diabatic heat source.

The model equations do not include moist processes explicitly and the diabatic heat source is specified. We assume that the heat source is symmetric with respect to the vortex center. Following Hack and Schubert (1986), the heating function approximates the apparent heat source from Yanai et al. (1973) and has the form
\[
Q = a\dot{Q} \sin(\pi \sigma) \exp(-\alpha \sigma) \exp(-r^2/r_0^2), \tag{7}\]

where \( \dot{Q} = 7.87^\circ C/\text{day}, \alpha = 0.554, r_0 = 150 \text{ km}, \) and \( a \) is a normalization factor assuring that the horizontally averaged heating within the certain radius \( r_1 \) (in our calculation \( r_1 = 250 \text{ km} \)) is equal to \( Q(z) \), where \( Q(z) \) is a heating profile from Yanai et al. (1973). We assume that the magnitude of the heat source does not change with time and that the distribution is constant relative to the vortex center. A more detailed description of the numerical model can be found in Flatau and Stevens (1993). Here we highlight only the most important features of the model.

The model consists of five equally spaced layers. In the lowest layer, small Newtonian friction (with \( e \)-folding timescale of 5 days) is included to partially compensate the energy from diabatic heating, but since we focus our investigation on the interaction with upper layers of the vortex, we do not include in the model the boundary-layer physics. As shown by Kuo (1969), including the frictional effects leads to the rightward deflection of the vortex from its path determined by the steering flow.

The model is half-spectral in the horizontal with Fourier representation in the azimuthal direction, and finite differencing in radial direction. All the model variables are expressed as
\[
X(r, \lambda, \sigma) = \sum_{s=-s}^{s} x_s(r, \sigma) \exp(is\lambda). \tag{8}\]

Because all the \( X \) variables are real, the coefficients \( x_{-s} \) are complex conjugates of \( x_s \), and for every \( \sigma \) and \( r \) we need to solve \( S + 1 \) equations. Such a representation allows a limitation of the number of tangential modes necessary to describe three-dimensional features of the moving vortex. In some barotropic linear models of the moving vortex (Willoughby 1988; Peng and Williams 1990), the asymmetries are limited to tangential wavenumber \( s = 1 \). Since the motion of the vortex is determined by the flow near the vortex center and \( s = 1 \) is the only spectral component with nonvanishing amplitude at \( r = 0 \), most of the information on the vortex motion is contained in this wavenumber. However, in a nonlinear model the wave–wave interaction can also contribute to the \( s = 1 \) mode. As we have shown earlier (Flatau and Stevens 1989), the asymmetries with wavenumbers 1 and 2 can develop spontaneously in an outflow layer of the tropical cyclone. Therefore, we decided to include also wavenumbers 2 and 3 in our calculations, even though the environmental flow used in our experiments has only \( s = 1 \) component. The effect of including more than three azimuthal modes on the track of an initially symmetric vortex (Fig. 1),

![Fig. 1. Tangential velocity in the initial symmetric vortex.](image-url)
moving in the zonally uniform flow with easterly shear, is shown in Fig. 2. Even though the vortices do not follow exactly the same track, their directions and speeds are similar in all the cases, with the vortex with five azimuthal components moving slightly slower. Since in this paper we concentrate on general characteristics of the motion of a baroclinic vortex, the spectral decomposition was truncated on third azimuthal wavenumber.

The model is formulated in the coordinate system stationary with respect to earth. Such formulation creates two problems. One is similar to that encountered in nested grids models—the center of the vortex "escapes" from the area where the coordinate stretching and Fourier expansion provide the finest resolution. Another problem results from the use of the spectral representation of the variables. When the vortex center is too far from the coordinate center, the asymmetries are mainly the result of this mismatch and not the vortex dynamics. This is an especially undesirable feature in the case of the pressure field. Since we use a Taylor expansion to calculate some of the nonlinear terms involving the surface pressure, it is quite important that the surface pressure be as symmetric as possible.

To deal with these problems, we use a procedure similar to that in Jones (1977) and Kurihara and Bender (1980) and relocate the coordinate center to match the vortex center if the distance between them exceeds the prescribed limit $r_d$.

The definition of the vortex center is based on the surface pressure field. In observations, the surface pressure contours near to the cyclone center rather closely approximate a circle. We define the vortex center as the center of such a circle. To calculate it we choose the pressure contour and fit the circle to this contour using the least squares method. That way, the asymmetric component of the pressure field is minimized. Choosing different pressure contours gives similar results, but care must be taken to choose a closed contour. The vortex center is calculated every hour using the pressure contour at a radius ~40 km. Since the heating function is defined relative to the vortex center and not the coordinate center, the heating distribution has to be calculated to correspond to the new vortex center.

After the distance between the vortex center and coordinate center exceeds $r_d$, the coordinate system is relocated and all variables are interpolated in the new coordinates. The magnitude of $r_d$ is chosen depending on intensity of the vortex. For large, weak vortices the gradients of variables near the vortex center are not very large, and asymmetries created by vortex displacement are small compared to the symmetric flow. As the vortex begins to intensify, the tangential wind maximum increases and moves toward the center, and the variables change rapidly at small radii. In this case, even small displacements of the vortex create large asymmetries and $r_d$ has to be small. In our model we use $r_d$ between 20 and 5 km depending on intensity of the vortex. The values of $r_d$ were determined experimentally, by running the interpolation scheme back and forth and comparing the fields before and after interpolation.

3. Movement of a baroclinic vortex on the $\beta$ plane

The movement of a baroclinic vortex on the $\beta$ plane can be easily understood if we consider the vortex as a "packet" of Rossby waves with the outer circulation projected onto the longer waves and inner circulation projected onto the shorter waves (Chan and Williams 1987). Since Rossby waves move west due to the advection of the earth’s vorticity, the vortex also moves west. However, longer waves move faster, creating a distortion of an initially symmetric vortex and thus asymmetric flow at the vortex center. The direction of this flow depends on whether the vortex is cyclonic or anticyclonic. In the cyclonic case, dispersion of Rossby waves causes northward flow at the center and northward movement of the vortex, while the anticyclonic vortex tends to move toward the south. This "linear" picture is modified by nonlinear interactions that hold the vortex together. This qualitative description of the movement of a vortex on the $\beta$ plane is consistent with most of the results of nonlinear, barotropic models. All numerical models agree in their prediction of northward movement of cyclonic vortices. As indicated by analogy with Rossby waves, the speed of motion depends on size rather than intensity of the vortex (large vortices move faster). As shown by Fiorino and Elsberry (1989), changes of the larger (e.g., 1500 km) scales of the vortex circulation influence the vortex motion to a greater degree than smaller-scale (e.g., inner core) processes. The intensification of the vortex has a very small effect of the motion (Holland 1983; Demaria 1987), even though according to classical work of Adem (1956) vortex intensity should determine its poleward speed.

Some features of a vortex moving on the $\beta$ plane cannot be easily explained. The linear models (Wlloughby 1988) suggest that the propagation of the vor-
tect is proportional to the total relative angular momentum (RAM) of the vortex. In Willoughby's linear, steady-state model, the vortex with zero angular momentum does not move. This simple relationship does not hold for the nonlinear calculations. Shapiro and Ooyama (1990) show that although the vortex with zero angular momentum is nondispersive to lowest order (and therefore our idealized picture would indicate no meridional motion), it still moves northwestward. They indicate that there is no simple way to tie the vortex motion to the total RAM of the vortex. Willoughby (1992) shows that in linear calculations the speed of the vortex on a β plane is influenced by barotropically unstable modes and the steady state observed in nonlinear calculations is not reached.

The situation becomes even more complicated in the case of a baroclinic vortex. Some investigators (Gray 1991; Wang and Li 1992) have suggested that the coupling between the lower cyclonic and upper anticyclonic layers, caused by secondary circulation, should reduce the β-induced vortex motion. In their study of motion of baroclinic vortices on the β plane, Wang and Li (1992) notice that for the purely cyclonic vortices the motion strongly depends on the vertically averaged RAM, even in the absence of diabatic heating. This relationship does not hold for the vortices consisting of a cyclone-anticyclone pair. In this case, motion of the vortex is entirely determined by the lower, cyclonic part of the vortex. Wang and Li argue that this difference is caused by the fact that unlike the case of purely cyclonic vortex, the vertical velocity induced by the presence of potential vorticity anomalies disappears at midlevels, causing the cyclone and anticyclone to move independently of each other. They speculate that the insertion of diabatic heating could cause the coupling between upper and lower layers and mutual cancellation of β drift. This hypothesis does not agree with the results of 3D hurricane models (Madala and Piacsek 1975; Kitade 1980; DeMaria 1983; Shapiro 1992) that indicate northwestward vortex movement on the β plane in the absence of environmental flow.

To test the sensitivity of β-induced vortex motion to the vertical coupling between the vortex layers, we run the model on the β plane with no environmental flow. All experiments in this section use the same initial vortex shown in Fig. 1. The initial vortex was obtained by integrating a symmetric version of the model for 4 days from the initial state with zero tangential wind and standard tropical (Jordan sounding) temperature profile.

Using the same initial conditions, we run three experiments. In the first experiment (βNI), there is no diabatic heating. Therefore, a secondary circulation driven by heating does not develop. In the second (βD0) experiment, symmetric diabatic heating is used. In addition to providing coupling between the layers, the introduction of the diabatic heating intensifies the symmetric vortex. Since strength of the vortex influences its motion on a β plane, we run a third experiment (βD20) in which we attempt to increase the vertical exchange of asymmetric momentum between the layers without changing the symmetric structure of a vortex. In experiment βD20 we introduce the additional mixing of momentum by vertical diffusion (\( F_p = K \partial^2 w/ \partial z^2 \)) with a constant diffusion coefficient \( K = 20 \) m² s⁻². The momentum mixing is included only in asymmetric components, in order to keep the symmetric structure of the vortex unchanged relative to that in experiment βD0. This assumption of mixing only asymmetric components is quite artificial, and it is used only in experiment (βD20) to illustrate the role of vertical momentum exchange.

The potential vorticity fields in experiments βD0 and βNI are shown in Figs. 3 and 4. The potential vorticity in coordinates (r, λ, σ) is calculated according to the formula:

\[
P = \left\{ \frac{1}{r} \left[ \frac{\partial v}{\partial r} - \frac{\partial u}{\partial \lambda} + \frac{\sigma}{RT} \left( \frac{\partial \phi}{\partial r} \frac{\partial v}{\partial \sigma} - \frac{\partial \phi}{\partial \lambda} \frac{\partial u}{\partial \sigma} \right) \right] + f \right\}\left( - \frac{\partial}{\partial \sigma} \frac{g}{p_i} \left( \frac{\partial \theta}{\partial \sigma} + \frac{\sigma}{RT} \frac{\partial \phi}{\partial \sigma} \right) \right) + \frac{g}{r \rho_i \partial \sigma} \frac{\partial u}{\partial \lambda} \left( \frac{\partial \theta}{\partial \lambda} + \frac{\sigma}{RT} \frac{\partial \phi}{\partial \lambda} \right) + \frac{g}{\rho_i} \frac{\partial}{\partial r} \left( \frac{\partial \theta}{\partial r} + \frac{\sigma}{RT} \frac{\partial \phi}{\partial r} \right).
\]

The potential vorticity fields in this paper are presented using the normalized potential vorticity \( P_n = P/P_{nn} \), where normalization factor \( P_{nn} \) is given by

\[
P_{nn} = -f_0 \left( \frac{\theta(\sigma_r) - \theta(\sigma_\beta)}{\sigma_r - \sigma_\beta} \right) \frac{g}{p_0}.
\]

The 800-mb potential vorticity fields (Fig. 3) display all of the "classical" characteristics of a vortex moving on the β plane. The earth's vorticity is advected by the vortex circulation, creating an increase of potential vorticity west of the vortex and a decrease of potential vorticity to the east. The resulting wind asymmetry advects the vortex toward the northwest. The potential vorticity fields for βNI and βD0 at this level are similar, although without diabatic heating the vortex in the βNI case is less intense.

At 200 mb, the potential vorticity fields are quite different (Fig. 4). In βNI the upper-level negative anomaly is displaced toward the south relative to the low-level vortex, due to the advection of the earth's vorticity by the anticyclonic circulation. In βD0 the
200-mb potential vorticity pattern is much more complicated. The advective effects of the background vorticity by the vortex circulation can still be seen, but in addition the secondary circulation transports high potential vorticity air from below, creating a maximum at the vortex center. These features are similar to those observed in the upper-layer potential vorticity field from Shapiro's (1992) hurricane model, even though our model does not include a convective parameterization.

Vortex tracks for experiments $\beta NI$, $\beta DO$, and $\beta D20$ are shown in Fig. 5. The coupling caused by the secondary circulation does not reduce the meridional speed of the vortex. This behavior contrasts with that of the cyclonic-only vortex from Wang and Li (1992). Even though the average RAM of the vortex is small, the vortex still moves northwestward. In fact, vortices in $\beta DO$ and $\beta D20$ move toward the north slightly faster than the weaker vortex in $\beta NI$. Therefore, in spite of vertical coupling, the motion of the vortex is determined by the strength of low-level, cyclonic circulation rather than vertically averaged RAM. Our sensitivity experiments show that the presence of an upper-level cyclonic anomaly acts upon the low-level vortex in a manner described in the introduction, and circulation induced by the upper-level vortex reduces the westward velocity of the cyclone. Increasing the coupling by including momentum diffusion further diminishes the westward motion of the vortex.

Despite the small differences in westward propagation speed, vortices in all three experiments move toward the northwest. As in other nonlinear models, they initially move toward the north and then accelerate in the westward direction.

4. Baroclinic vortex in a vertically sheared flow

The tilt of the vortex considered in the previous section was caused by advection of environmental vorticity, and therefore we were not able to separate the influence of an upper PV anomaly from the $\beta$ drift. In this section, we consider the case where the tilting of the vortex is caused by a vertically sheared environmental flow. First, we examine vortex motion on an $f$ plane.

Even though the development of tropical cyclones is favored by minimum vertical shear, the tilting of the cyclones caused by vertically sheared flow has been observed (Huntley and Diercks 1981). This tilting usually occurs in the developing and dissipating stages. The tilt in the dissipating stage is often connected with westerly shear as the northward-moving cyclone encounters upper-level westerlies. This eastward tilt of the tropical cyclones moving in the westerly shear can be noticed in composite westward-moving cyclones, with the distance of about 500 km between low-level and upper-level circulation centers (Chan 1985).

To study the effect of vertical shear on vortex motion, we run three experiments. In the first, control experiment (CONT) the initial symmetric vortex moves in the uniform easterly ($u = -3 \, \text{m} \, \text{s}^{-1}$) current. In the next two experiments, we use the same initial vortex but an environmental flow has westerly (WF) and easterly (EF) shear.

The vertical shear in these experiments satisfies two conditions:

1) The vertical shear has to be relatively small. It is well known that large vertical shear inhibits development or even destroys the vortex. The "resistance" of
a hurricane to vertical shear depends on many factors. Observations show that hurricanes developing over warmer water can develop within more strongly sheared flow than those developing over a relatively cooler ocean. The phase speed of propagation of the upper-level disturbance relative to lower-level disturbance is also important (Tuleya and Kurihara 1981). However, tropical cyclones can usually withstand shears of 20 kt (9 m s\(^{-1}\)/600 mb) (M. DeMaria, personal communication).

2) The gradient of potential vorticity associated with the sheared flow has to be small. Even though there is no absolute vorticity gradient, the horizontal gradient of temperature resulting from thermal wind balance causes a difference in stability and therefore creates a gradient of potential vorticity. If this gradient is large, the effects observed in a numerical model result not from the interaction between upper and lower levels of the cyclone but from the advection of environmental vorticity, analogous to the \(\beta\) effect (Shapiro 1992).

The initial flow used in the experiments consists of the sum of the vortex obtained from the symmetric version of the model (Fig. 1) and assumed zonal flow (called environmental flow in this section). The environmental flow is horizontally uniform and varies linearly with \(\sigma\). The magnitude of the shear in experiments WF and EF is the same and equals 1.6 m s\(^{-1}\)/200 mb. The wind at the lowest level is \(-1.5\) m s\(^{-1}\) for the easterly shear (EF) case and \(-3\) m s\(^{-1}\) for the westerly shear (WF) case. The magnitude of the potential vorticity gradient in the environmental flow in experiments WF and EF is an order of magnitude smaller than that associated with the earth’s vorticity gradient. The initial meridional potential vorticity gradient for the westerly shear case is \(0.51 \times 10^{-6}\) km\(^{-1}\) for potential vorticity calculated on the f plane and \(0.72 \times 10^{-5}\) km\(^{-1}\) if the calculation includes the planetary vorticity gradient.

The model was integrated for 3 days. When the vortex moves in a uniform flow, low- and upper-level vorticity extrema remain vertically aligned. For the westerly sheared flow (WF), the upper-level potential vorticity minimum after 24 h moves about 550 km to the east relative to the vortex center (Fig. 6). After 72 h (not shown) the potential vorticity minimum weakens and moves slightly farther toward the east. In addition, high potential vorticity air is advected from below, creating a potential vorticity maximum above the low-level vortex center. At the lower levels we can observe the advection of environmental potential vorticity by
the vortex circulation. We should recall, however, that
the gradient of environmental potential vorticity in this
case is very small. In the easterly shear experiment
(EF), the distribution of potential vorticity is similar
except the upper-level minimum moves to the west rel-
ative to the low-level vortex.

**Fig. 6.** Potential vorticity at 200 mb in experiment WF (westerly shear, \( f \) plane) after 24 hours of integration.
(a) Total PV and (b) \( s = 1 \) component.

**Fig. 7.** Asymmetric flow \( (s = 1) \) at 700 mb in experiment WF (westerly shear, \( f \) plane)
after 40 hours of integration.
shear increases while the vortex moving in westerly shear slows down and eventually recurs. In the third day of calculation, the vortices move with speed close to the 900–300-mb average of the zonal environmental flow.

Since the initial environmental flow was strictly zonal with very small potential vorticity gradient, the meridional component of motion is caused by the interaction between the upper- and lower-level PV anomalies. As expected from our conceptual model, the vortex in westerly shear moves toward the north and the vortex in easterly shear moves toward the south. The speed of movement (about 1 m s\(^{-1}\) at 48 h) agrees quite well with the asymmetric component of the flow near the vortex center. The difference in meridional position between the vortex in easterly and westerly shear after 72 h of integration is about 350 km, and therefore has the magnitude comparable to that caused by the planetary vorticity advection by the same initial vortex in experiment \(\beta DO\).

We now examine how the meridional motion of the vortex depends on the intensity of diabatic heating. We run additional experiments using the vortex in the westerly sheared flow. In experiment WFO we turn off the diabatic heating after 24 h. As can be seen in Fig. 9, the meridional velocity in WFO is smaller than that in experiment WF. The reduced coupling influences also the zonal velocity of the vortex. The vortex in WFO moves faster toward the west, that is, with a velocity of the low-level flow. In an additional experiment (WFOA), we repeat WFO but modify the vortex environment by decreasing the static stability. We expect that reduced stability should increase the vertical extent of the upper-level circulation and therefore amplify the interaction between the vortex levels. As recently

Figure 8 shows the trajectories of the vortices in experiments CONT (uniform flow), WF (westerly shear), and EF (easterly shear) during 3 days of integration. In the vertically uniform flow the zonal velocity of the moving vortex is constant throughout the integration and is equal to the velocity of the environmental flow. The meridional velocity is almost zero except for a small deflection toward the north. This agrees with the theory of the motion of the vortex with friction (Kuo 1969) and the numerical results of Jones (1970, 1977) that predicts rightward deflection of the vortex path in the case of cyclonic vortex. Since our model does not include the boundary-layer effect but only a small Newtonian friction in the lowest layer, the meridional velocity induced by the frictional effects is small. When vertical shear is present, the vortices move initially with the low-level easterly flow. After about 24 h, we can see the effect of the vertical advection of zonal momentum by the secondary circulation; that is, the speed of the vortex becomes determined by the vertically averaged wind velocity rather than the low-level flow. The westward velocity of the vortex in easterly

![Figure 8](image1)

**Fig. 8.** Trajectory of the baroclinic vortices on the \(f\) plane in uniform easterly wind (CONT), westerly shear (WF), and easterly shear (EF) during 3 days of model integration. The tracks are marked every 12 hours.

![Figure 9](image2)

**Fig. 9.** Trajectories of the vortex in the westerly shear on an \(f\) plane. WF is the same as in the previous picture, WFO denotes the experiment with no diabatic heating, WFOA (dashed line) is the same as WFO except for the reduced static stability. In WFS the initial vortex velocity and intensity of diabatic heating is increased.
shown by Montgomery and Farrel (1992), an upper-level PV anomaly influences the vortex development to a much larger degree when the stability is reduced by including the moist processes in the atmosphere. In experiment WF0A, we decrease the stability by introducing the Rayleigh cooling of the upper troposphere (300 and 100 mb) by 1° relative to the initial temperature profile. Indeed, the vortex in experiment WF0A moves faster toward the north than that in WF0 (Fig. 9), although westward velocity stays the same.

In experiment WFS we increase the diabatic heating by a factor of 1.5. We also assume that the initial maximum wind in the symmetric vortex is 30 m s$^{-1}$ instead of 10 m s$^{-1}$. Figure 9 indicates that the stronger vortex moves toward the north much more rapidly than the vortex in experiment WF.

In the next two experiments (WB, EB) we combine the effect of the vertical wind shear and β drift. We use zonal environmental flow with easterly and westerly shear so that earth’s vorticity gradient is perpendicular to the flow. The trajectories of the vortices during 3 days of integration are shown in Fig. 10. Both vortices now move toward the north, with the vortex in westerly shear moving faster in the meridional direction than the one in easterly shear. However, the motion is not just a superposition of movements due to the β effect and the shear. The meridional difference between the positions of the vortices is now smaller than on the f-plane (100 km instead of 350 km after 3 days). This effect can be explained by examining the corresponding potential vorticity fields (Fig. 11). The upper-level anticyclone not only is advected zonally by the sheared flow but also moves toward the south due to the advection of the planetary vorticity. Therefore, enhancement of the flow resulting from the interaction occurs in the southwestern sector of the upper-level vortex and southeastern part of the low-level vortex. The asymmetric flow caused by the interaction now induces the southwesterly instead of only the southerly component, and meridional motion decreases relatively to the case of shear flow on an f plane. This is in contrast to the situation described by Shapiro (1992), where the effects of shear-induced potential vorticity gradient and the β effect both contributed to the meridional potential vorticity gradient and therefore were additive. In the case of motion caused by interaction between upper- and lower-level PV anomalies, the direction of propagation depends on the position of these anomalies relative to each other, which is affected by the background potential vorticity gradient.

5. Summary and discussion

It is well known that vortices on a horizontal plane interact with each other; this interaction leads to prop-
agation of vortices relative to the environmental flow. We have extended this idea to a tilted baroclinic vortex. In such a vortex the circulation in balance with the low-level PV anomaly advects the upper-level negative PV anomaly and vice versa. We have shown that the secondary circulation induced by the presence of diabatic heating additionally couples the vortex layers by upward advection of high PV air at the center and downward advection of low PV air at larger radius.

We considered vortex tilting caused by the $\beta$ effect and vertically sheared environmental flow. Table 1 contains the summary of the experiments and the meridional vortex velocity obtained in each of the experiments.

In the linearly sheared environmental flow on an $f$ plane, propagation due to interaction between the vortex layers is comparable to motion caused by the $\beta$ effect for the same vortex. The speed of propagation increases with increased vortex intensity and magnitude of diabatic heating. In westerly linear shear, the vortex moves toward the north, while in easterly shear the interaction between vortex layers leads to southward propagation. This is in contrast with the results of Shapiro (1992), who found southward propagation in westerly sheared environmental flow. This apparent contradiction may be explained by the fact that, while both Shapiro's model and our model include the propagation caused by vertical interaction between the layers and horizontal transport of potential vorticity, the relative contribution of these mechanisms depends strongly on the wind profile and not only on the direction of the shear.

Consider the meridional gradient of potential vorticity caused solely by the presence of vertical shear in the $u$ component. We will use the vertical coordinate $z$ (pseudoheight) defined as

$$z = \left[ 1 - \left( \frac{p}{p_0} \right)^{\kappa} \right] \frac{c_p}{g} \frac{\theta_0}{\delta z},$$

where $\kappa = R/c_p$. In coordinates $(x, y, z)$ the thermal wind equation has a simple form:

$$-f \frac{\partial u_y}{\partial z} = g \frac{\partial \theta}{\partial y} \frac{\partial \theta}{\partial y}.$$

If we assume that vertical wind shear is horizontally uniform and there is no absolute vorticity gradient, the meridional gradient of potential vorticity is determined by the second derivative of $u_z$:

$$\frac{\partial q}{\partial y} \sim f \frac{\partial}{\partial z} \left( \frac{\partial \theta}{\partial y} \right) \sim -\frac{\partial^2 u_z}{\partial z^2}.$$

If the wind change is linear in $z$, there is no potential vorticity gradient associated with stability changes, and the vortex propagation is caused solely by an interaction between upper and lower layers of a cyclone. In our calculation shown in section 4, the wind change is linear in $\sigma$, so we observe a small meridional gradient of potential vorticity. This gradient, however, is much smaller (an order of magnitude) than the potential vorticity gradient caused by changing $f$, and therefore the contribution of horizontal vorticity advection to vortex propagation is very small. If, as in the case described by Shapiro (1992), the westerly shear increases with height, stability and potential vorticity decreases toward the north and the environmental potential vorticity advection causes the vortex to move toward the south.

In Fig. 12, we show the track of the vortex in westerly shear concentrated in the upper layers (experiment WFI), similar to that used in Shapiro (1992). The environmental wind is equal to zero at lower levels and increases rapidly between 500 and 300 mb with the maximum of $8 \text{ m s}^{-1}$ at 300 mb. In spite of the 900–200 mb difference in horizontal wind being the same as in the experiment WF, the vortex in Fig. 12 moves toward the south, that is, in the direction opposite to that observed in experiment WF. Therefore, careful analysis of the environmental wind profile and vortex structure is necessary to predict the direction and speed of propagation of a baroclinic vortex in sheared flow. The results of this experiment as well as experiments WB and EB indicate also that in spite of the significant effect of vertical interaction of upper- and lower-level

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\beta/\sigma$</th>
<th>Vertical coupling</th>
<th>Environmental flow</th>
<th>$V_c (\text{m s}^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta N I$</td>
<td>$\beta$</td>
<td>no heating</td>
<td>—</td>
<td>1.38</td>
</tr>
<tr>
<td>$\beta D 0$</td>
<td>$\beta$</td>
<td>diabatic heating</td>
<td>—</td>
<td>1.50</td>
</tr>
<tr>
<td>$\beta D 2 0$</td>
<td>$\beta$</td>
<td>diabatic heating + vertical diffusion</td>
<td>—</td>
<td>1.50</td>
</tr>
<tr>
<td>CONT</td>
<td>$f$</td>
<td>diabatic heating</td>
<td>uniform zonal flow $3 \text{ m s}^{-1}$</td>
<td>0.05</td>
</tr>
<tr>
<td>WF</td>
<td>$f$</td>
<td>diabatic heating</td>
<td>linear westerly shear</td>
<td>0.61</td>
</tr>
<tr>
<td>WF0</td>
<td>$f$</td>
<td>no heating</td>
<td>linear westerly shear</td>
<td>0.52</td>
</tr>
<tr>
<td>WF0A</td>
<td>$f$</td>
<td>no heating, lower stability</td>
<td>linear westerly shear</td>
<td>0.79</td>
</tr>
<tr>
<td>WFS</td>
<td>$f$</td>
<td>stronger diabatic heating</td>
<td>linear westerly shear</td>
<td>1.14</td>
</tr>
<tr>
<td>WFI</td>
<td>$f$</td>
<td>diabatic heating</td>
<td>westerly shear between 500 and 300 mb</td>
<td>$-0.77$</td>
</tr>
<tr>
<td>WB</td>
<td>$\beta$</td>
<td>diabatic heating</td>
<td>linear westerly shear</td>
<td>1.74</td>
</tr>
<tr>
<td>EF</td>
<td>$f$</td>
<td>diabatic heating</td>
<td>linear easterly shear</td>
<td>$-0.61$</td>
</tr>
<tr>
<td>EB</td>
<td>$\beta$</td>
<td>diabatic heating</td>
<td>linear easterly shear</td>
<td>1.44</td>
</tr>
</tbody>
</table>
vortex in the absence of horizontal PV gradient, horizontal PV advection remains the primary mechanism of vortex propagation.

A similar conclusion is true for a vortex on the β plane in the absence of environmental flow. Even though the baroclinic effects modify the β drift, a baroclinic vortex on the β plane moves toward the northwest as predicted by barotropic models. The interaction between upper and lower layers of the vortex reduces the westward speed of a cyclone. Increasing the vertical exchange between layers by introducing vertical momentum advection by secondary circulation and momentum diffusion further reduces the westward velocity, without noticeable changes in the meridional velocity of the vortex. It is interesting to note that the introduction of an anticyclonic circulation on the periphery of a barotropic vortex reduces the poleward velocity of the vortex, while an introduction of an anticyclonic circulation at the top of a cyclone leads to a decrease in the westward velocity. This suggests that intuition gained from barotropic models cannot always be easily extended to baroclinic situations, and integrated qualities (for example, vertically integrated RAM) are not always good predictors of the vortex motion.

In this paper, we have neglected the effect of the horizontal distribution of diabatic heating. In all experiments described here, the diabatic heating is symmetric relative to the vortex center. In reality, the convection in a tropical cyclone is not necessarily symmetric. For example, introduction of a sheared flow causes an asymmetry in the vertical velocity and therefore asymmetry of convection. Different sea surface temperatures or the presence of moist, humid air on the equatorward side of the cyclone can also lead to the asymmetric heating. The effects of asymmetric distributions of diabatic heating on vortex motion will be investigated in the second part of this paper.
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